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ABSTRACT

The purpose of this paper is to help people with auditory and speech disabilities to com-
municate with others and for controlling computers and machines. This paper proposes two 
different methods for identifying six distinctive hand gestures and sign language for diver-
gent environmental conditions. The first method is based on the hand feature extraction i.e., 
convexity defects. For that, initially, the hand region is detected by HSV skin color conver-
sion process. Contour and convex hull of hand are extracted from the hand region. Finally, 
convexity defects are determined to identify the hand gestures. The second method is deep 
learning based YOLOv3 model that uses DARKNET-53 convolutional neural network (CNN) 
as its backbone. The model is trained on a large annotated dataset. Experimental results reveal 
that the deep-leaning method outperforms the hand feature approach and obtain 98.92% and 
95.57% accuracy for deep learning and hand feature-based model respectively.
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INTRODUCTION

Human-Computer Interaction (HCI) is a subject that 
links computer science and language technology to deci-
pher human gestures with the help of mathematical algo-
rithms [1]. Using vision-based system, many works has 
been done on real time hand gesture recognition. From any 
physical movement or position, gestures can precede. Hand 
gesture applications require the end-user to be an expert 
and well qualified at operating and interpreting the object of 
different gestures. Hand Gesture detection can be used for 
a far-reaching number of purposes, namely Sign Language 

Recognition, Directional hint through pointing, for socially 
assistive robotics, Remote control, Alternative computer 
interfaces, Immersive Game technology, Virtual Controllers, 
Affective Computing. Hand Gesture Recognition is a cru-
cial Human-Computer Interface (HCI) for intercommuni-
cation between living beings and machine systems [2]. So 
to construct HCI more traditional and polite, it would be 
advantageous to give computers the ability to identify con-
ditions in the same manner as a human. Approaches of this 
research work are proposed as being motivated to build a 
more robust and reliable hand gesture recognizing system, 
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to establish a hand gesture detector that can be used for sev-
eral environmental surroundings and most of the detection 
accuracies are not much satisfactory. 

Of all the AI techniques, machine learning is most com-
monly used for big data processing [3]. It is a self-adapting 
algorithm that gets increasingly better analysis and pat-
terns with experience or newly added data. Deep learning 
is an efficient tool in handling raw data, which also can 
get the needed characteristics for a specific identification 
task. Currently, deep learning algorithms are largely used 
for object detection as they show great accuracy and speed 
when trained with large datasets. YOLOv3 [4], a recent 
modification of a current detector algorithm -YOLO- You 
Only Look Once, is such an algorithm.

This work sets on recognizing six hand gestures in four 
different environmental conditions and aims to do so while 
having the maximum speed and efficiency for both the 
models. These Recognized gestures will help in communi-
cating with deaf people as well as allow the computer to give 
commands. The analysis of hand gestures used in this paper 
is explained in the block diagram exhibited in Figure 1.

The first mentioned model converts the acquired RGB 
image frame to HSV skin color image and obtains the 
hand’s region of interest (ROI). After thresholding, contour 
and convex hull of hand is to be detected. Afterward, the 
convexity defect of the hand is computed. By calculating 
the number of convexity defects and area of the hand, hand 
gesture is recognized.

In the deep learning-based model i.e., YOLOv3, images 
are passed to the convolutional neural network (CNN) 
after they are labelled with appropriate bounding boxes 
using data annotation tool. Records including values of 
bounding boxes and image names of annotated images 

are saved in text format which is used for training the 
model. Transfer learning [5] is used in this model as it is 
the most useful method for training models on similar 
object detections. It is where the weights of the pre-trained 
models are used as the starting points for training model 
[6]. This reduces the time for training process, lowers the 
generalization errors and increases classification accuracy. 
Through transfer learning on the custom dataset, CNN 
is prepared for the desire output. Later in the testing ses-
sion, the YOLOv3 model creates an SXS grid on the given 
image. The output of the model encoded candidate bound 
boxes from three different scales and the boxes defined the 
context of the anchor box, thoroughly chosen based on the 
object size analysis in the dataset. Any anchor box that does 
not confidently define an object i.e., the probability of all 
classes below a threshold value is disregarded. Finally, to 
find the best-fitted box among all remained bounding box, 
non-maximum suppression (NMS) [7] is applied.

The main purpose of this study is to propose two meth-
ods based on hand gesture recognition to help people with 
disabilities easier to communicate with the world. They 
can also be used for many applications, such as controlling 
robots. The further sections are discussed as follow: related 
works are discussed in section 2, the two proposed methods 
on real-time hand gesture and sign language recognition 
using the hand feature and deep learning model respec-
tively are described in section 3, experimental outputs of 
both the methods are presented in section 4 and section 5 
consists of the conclusion of the paper.

RELATED WORKS

Hand gesture applications require the end-user to be an 
expert and well qualified at operating and interpreting the 
object of different gestures. There are several viable quanti-
ties of hand gestures, hence, for specific applications; a col-
lection of gestures is used to complete its procedures. Hand 
gesture consists of unique characteristics of the different 
hand movements. In this regard, the feature extraction 
processes should be capable of obtaining features from the 
critical angle of the hand. Many researchers utilized these 
difficult characteristics to recognize hand gestures from 
different environmental conditions. Many researchers used 
the hand-crafted feature and deep learning-based algo-
rithms to recognize hand gesture in the last few decades. 

Works Related to Hand Feature-based Method
According to Z. Ren et al. [8], it converges on develop-

ing a robust part-based hand gesture recognition model 
with the help of a Kinect sensor. They have used finger 
detection and distance metric called Finger-Earth Mover’s 
Distance.The proposed gesture recognition technique 
shows an average accuracy of 93.2% for a dataset of 10 dif-
ferent gestures. But the research has used a very complex 
method to recognize gestures. The method will become 
more complex on more subjects. In the work of X. Li et al. 

Figure 1. Block diagram of six hand gestures in various en-
vironmental conditions.
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[9], a Fuzzy C-Means (FCM) clustering method is applied. 
The aimed method does the whole process by dividing it 
into four main parts. It operates on a training-classifica-
tion approach. The paper obtains recognition accuracy of 
85.83%. Though the described method shows good gains, 
the identification efficiency decreases almost immediately 
when exposed to bright light or when the gap separating 
the end-user and the camera is higher than 1.5 meters. S. 
Sharma et al. [10] proposes a useful method in favor of 
blind peoples by combining two recognition systems that 
are hand gestures using YCbCr color space and face recog-
nition system using Haar Cascade Classifiers. An accuracy 
of 95.2% is obtained on hand gestures. However, it recog-
nizes only few hand gestures and it has not been tested with 
different backgrounds. L. Yun et al. [11] Introduces a hand 
gesture identification system that uses multi-feature fusion 
and template matching. This approach identifies the hand-
shaped contour area and samples by taking the maximum 
contour based on skin color feature by extracting angle 
count, skin color angle and non-skin color angle, combin-
ing the Hue invariant moments features of the largest hand-
shaped area. The technique of matching Euclidean distance 
templates for hand gesture classification and recognition is 
applied. But the system is tested in complex backgrounds 
with only bright light. According to A. Pradhan et al. [12], 
an easy yet effective way for identifying the hand gesture is 
by representing the active and in-active fingers using the 
distinct sequence of binary value 0 and 1 respectively for 
each gesture. Although using a binary pattern accelerates 
the effectiveness of the classification process, the model is 
not trained for different environmental conditions and the 
input image for testing has to be captured from the same dis-
tance as the training phase. To draw out Human-Computer 
Interaction specially to do automated mouse controller 
actions, R. M. Prakash et al. [13] presented an immediate 
gesture recognition with a fingertip detection algorithm. 
To detect the hand area region, growing segmentation is 
applied and the exposure of fingertip was done using con-
vex hull. This model succeeds in finding the fingertips effi-
ciently along with identifying five distinct signs. But the 
model is not trained for different backgrounds and light 
levels. This paper by Y. Xu et al. [14] aims to use contour 
and convex defects to locate the fingertips for recognizing 
the static hand gestures one to five. Euclidean distance met-
ric was chosen for the comparison analysis. The limitation 
of this paper is that it does not figure out the vertical rota-
tion of the hand gesture which is why most of the number 4 
gestures are detected as number 3 by mistake.

Works Related to Deep Learning-based Method
As stated by S. Hussain et al. [15], a vision-based hand 

gesture identification technique was used to recognize 
eleven gestures. The process was strengthened for both 
static and dynamic gestures with VGG16 - a CNN archi-
tecture as the pre-trained model and shows an accuracy 
of 93.09%. However, the model’s accuracy drops when the 

images is taken under bright light condition. As said by Q. 
Zhang et al. [16], this proposed work suggested a continu-
ous dynamic recognition algorithm of four hand gestures 
formed on Channel State Information (CSI) and YOLOv3 
with the average recognition accuracy of 94%. Data collec-
tion uses a CSI-based radio frequency method. To extract 
gray value images, adaptive weighted fusion, Kalman filter-
ing, threshold segmentation, and data conversion are used. 
Finally, grayscale images are employed to train and classify 
the YOLOv3 object detection algorithm. But the system is 
trained to identify only four gestures. D. Jiang et al. [17] uses 
the skeletonization algorithm which lessens the shooting 
angle and the impact of the environment on the recognition 
effect and improves the accuracy of gesture recognition in 
complex environments. The proposed model was trained 
using the ASK gesture database. The test outcomes reveal 
that this method outruns the SVM method, dictionary 
learning + sparse representation, CNN method, and other 
methods by 96.01%. This work shows that CNN is a reliable 
pick for gesture recognition. Yet the hindrance of the sys-
tem is that the targeted user ought to have a Kinetic sensor 
to be able to read the gesture. In the work of B. Benjdira et 
al. [18], cars were detected using two latest CNN algorithms 
- Faster R-CNN and YOLOv3. The work shows that though 
these two CNN models are similar in the precision metric, 
yet in case of sensitivity and processing time YOLOv3 beats 
Faster R-CNN. The data for this system can be increased 
by adding lighting interfaces such as - morning, evening, 
night as well as various environmental circumstances such 
as – crowded traffic, winter, summer, etc. The author U. 
Tanmaie et al. [19] uses YOLOv2 to detect and classify hand 
gestures and ResNet-50 as feature extractor. The model is 
trained and tested with 2750 images for 10 different ges-
tures. And it gives an accuracy of 100% and 97.46% with 
images that have zero noise and human noise respectively. 
In this paper, for some similar hand postures, the detection 
accuracy decreases.

Although region-based methods show great efficiency, 
it takes a long time to identify objects. Still, the detection 
speed of YOLOv3 is above all. There are numerous ways to 
recognize gestures using deep learning. However, in terms 
of speed and accuracy, YOLOv3 is better than all existing 
methods.

METHODOLOGY 

This study focuses on two different proposed methods 
which can recognize gestures in four environmental sur-
roundings. The first method is based on image processing 
technique where it uses HSV (Hue Saturation Value) color 
space to detect the hand region. Gaussian blur is used to 
eliminate noises from the frame. Once the hand is detected 
and features of contour and convex hull are extracted, 
numbers of convexity defects are obtained. Finally, the 
hand gesture is recognized based on convexity defects. 
The second method is based on YOLOv3 model that uses 
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DARKNET-53 convolutional neural network as its back-
bone. The model is trained on large, annotated dataset and 
can recognize gestures with a high accuracy.

Proposed Method for Hand Gesture Recognition Using 
Hand Feature-based Method

The proposed model of recognizing hand gestures using 
image processing follows an algorithmic way. In image pro-
cessing technique, the gesture is recognized using convexity 
defect. Images that are taken as input are captured by the 
webcam. A frame is allocated for the input image within 
which the presence of hand will be scanned. This will cap-
ture the region of interest (ROI). The proposed methodol-
ogy is described in this section. It consists of six steps, i.e. 
(1) input image frame, (2) detecting hand’s ROI using HSV 
color model, (3) preprocessing, (4) detecting contour and 
convex hull by thresholding, (5) feature extraction based on 
area and convexity defects, and (6) classifying the gesture 
based on the extracted features. The workflow of the pro-
posed method is illustrated in Figure 2. 

Image Acquisition
Firstly, video is captured through webcam. In this 

method, the data is collected in real-time using the web-
cam. The hand is to be kept in a rectangle frame of shape, 
i.e., 300 × 300. The video is captured in four different back-
grounds. Some of the input images that are captured from 
input frame are shown in Figure 3.

Detecting Hand's Region of Interest Using HSV Color Space
For skin detection, input image frame is converted to 

HSV color space. Maximum and minimum values of R, G, 
B are found and their difference D is calculated.

  (1)

  (2)

  (3)

Hue is calculated by utilizing the equation of (4) to (7). 

  (4)

  (5)

  (6)

  (7)

Saturation is calculated by utilizing the equation of (8) 
and (9).

  (8)

  (9)

Value is calculated using (10).  

  (10)
Figure 2. Workflow diagram of the proposed hand feature 
model using convexity defect.

Figure 3. Sample of captured input images form input frames.
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After obtaining the above values for each pixel, image 
can be obtained in the HSV color space as shown in Figure 
4(a). The lower-intensity and upper-intensity boundaries of 
the pixel of the hand are set to get the skin color. The HSV 
value of the upper boundary is 0, 48, and 80 respectively and 
the lower boundary is 27, 255, and 255 respectively. If the 
values calculated are within the range of boundary, then the 
object is detected as hand. After skin detection, the skin color 
image is converted to binary image where the pixels of the 
hand regions are white and background are black pixels as 
shown in Figure 4(b). There are gaps in the image which are 
then filled using morphological operations such as dilation 
and erosion. Once the dark spots are filled, Gaussian blur is 
used to remove noises in the image. Finally, an appropriate 
shape of hand is obtained as shown in Figure 4(c).

Detecting Contour and Convex Hull 
Contour is a figure represented by collection of all the 

steady points on the boundary, having the alike color or 
intensity. The contours measure is an excellent medium 
to form analysis and object identification. The contour is 
depicted on the boundary of the object’s image which is 
gained once by thresholding. It is used to obtain the convex 
hull of the object so that convexity defects can be obtained 
later [20]. The contour of the hand is generated by the con-
tour detection algorithm in OpenCV.

 A convex hull is a collection of successive points in 
Euclidean space connected to a contour. Convex hulls are 
drawn around the contour. The convex hull of an object is 
the lowest boundary that allows the object to be completely 
bound or wrapped. It works as an envelope around the 
region of interest [21]. The algorithm for contour and convex 

hull detection is presented in Algorithm 1. The process of 
detecting contour and convex hull is depicted at Figure 5. 
The contour of the hand is shown in Figure 5(a), convex hull 
of hand image is shown in Figure 5(b) and Figure 5(c) shows 
the output after contour and convex hull of hand is obtained.

Feature Extraction Based on Area and Convexity Defects
The area between convex hull and contour are convex-

ity defects. The area of convexity defects has three points. 
These are starting point of contour (A1), ending point of 
contour (A2) and concave point (A3) as shown in Figure 
6. The distance between all these points i.e., A1, A2, and 
A3 are obtained, i.e., a, b and c. Then using cosine rule, the 
angle (θ) is calculated. Finally, the distance between convex 
hull and the concave point is obtained, which is the depth of 
convexity defect. The portion of convex hull that is not cov-
ered by hand is known as area ratio. It is needed to deter-
mine the gesture of zero and one. If the angle is less than or 
equal to 80 and the distance is greater than 40, then there is 
a convexity defect. Similarly, all the defects are calculated in 
the hand. Once the number of convexity defect is obtained, 

Algorithm 1: Contour and Convex Hull Detection

Input : Image that has been thresholded once.
Output : Image of object with Contour and Convex Hull 
Step 1 : In the thresholding image, all the points of the boundary are connected until a boundary is formed around the object.
Step 2 : Based on the contour points of the tip of the object (i.e., hand), a convex hull is drawn around the object.
Step 3 : Stop.

Figure 4. Example of HSV image, binary image and mor-
phological operation: (a) HSV image (b) binary image (c) 
binary image after morphological operation.

           

 (a) (b) (c)

Figure 5. Experimental process of detecting contour and 
convex hull: a) contour, b) convex hull, and c) contour and 
convex hull.

Figure 6. Process of convexity defect detection: image of 
convexity defect on hand gesture.
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the gesture of hand is classified. Figure 6 shows the detailed 
image of obtaining convexity defects. 

Classification of Hand Gesture Based on Convexity 
Defect and Area Ratio of Hand

Finally, the hand gesture is classified based on the num-
ber of convexity defects and the area of the hand obtained. 
Firstly, if the contour area of hand is less than 2000, the 
object in the frame is not recognized as hand. Secondly, if 
the area ratio of contour and convex hull is less than 10 and 
there is no convexity defect, the gesture is classified as zero; 
else it is classified as one. Finally, if the number of convexity 
defects is 1, 2, 3 and 4, the gesture is classified as two, three, 
four and five respectively. The gesture detection procedure 
based on the convexity defects (D) and area ratio (R) of 
hand is presented in Algorithm 2. 

Proposed Sign Language Recognition Using Deep 
Learning Based YOLOv3 

YOLO (You Only Look Once) is a super-fast deep learn-
ing object detection implementation. YOLO detects the 
object quickly by looking at the image only once, replac-
ing the very time-consuming sliding window method used 
before [22]. YOLOv3, like YOLOv2, uses dimension classes 
for generating anchor boxes. Since YOLOv3 is a singular 
network, the loss of objectivity and classification still needs 
to be calculated separately from the network. YOLOv3 uses 
a separate logistic classifier for each class in place of the reg-
ular Softmax layer to make the classification a multi-label 
classification. YOLOv3 predicts boxes on three different 
scales. Thus there will be three gains the ability to predict 
objects more accurately on different scales. YOLOv3 was 
introduced with a novel feature extractor, DarkNet-53.

The proposed framework works four different steps that 
are: (1) setting up the Darknet, (2) preparing the Darknet, 
(3) training under YOLOv3, (4) Testing under YOLOv3. The 
workflow of the proposed model is illustrated in Figure 7.

Data Pre-processing
To do the pre-processing task, data was gathered 

according to the desired environmental conditions. Then 
experimented with four different conditions and obtained 
output for six different gestures.

Data Collection
The dataset of sign language from Kaggle [23] that con-

sists of American Sign Language images is collected. A cus-
tomized image dataset is also collected. The model is trained 
and tested with both the datasets. Samples of the dataset 
collected from Kaggle is shown in Figure 8 and customized 

Figure 7. Workflow diagram of the proposed model using 
YOLOv3.

Algorithm 2: Gesture detection based on convexity defect

Input : Number of convexity defects, D and Area ratio of hand, R
Output : Name of the Gesture
Step 1 : If D = 0 and R < 10 then

Print “zero”
Else if D = 0 and R > 10 then
Print “one”
Else if D = 1 then
Print “two”
Else if D = 2 then
Print “three”
Else if D = 3 then
Print “four”
Else if D = 4 then
Print “five”
endif

Step 2 : Stop
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dataset is shown in Figure 9. Moreover, the study is done on 
four different conditions i.e., plain background, messy back-
ground, in low light and bright light for six unique gestures, 
i.e., 0, 1, 2, 3, 4 and 5. 3000 and 900 images were annotated for 
training and testing the proposed model respectively. Figure 
8 shows input images of 0, 1, 2, 3, 4, 5 in plain background in 
sample 1, messy background in sample 2, low light in sample 
3, and bright light in sample 4 respectively.

Labeling or Annotation
This work focused on the development of static sign lan-

guage. After collecting the images, the images of each gesture 
were sav-+9*-4ed in their respective folders. Each folder con-
tained a text file named ‘classes.txt’, which lists the class names 
being labeled e.g., 0, 1, 2, 3, 4, and 5. Then, after selecting the 
desired image, a rectangular box around the image was drawn 
to show the hand area and labeled as one of the class names 0, 
1, 2, 3, 4, or 5. Finally, a corresponding text file of the image 
is saved in the same directory. The text file contains the class 
name i.e., object-id and coordinates of the bounding box i.e., 

center-X, center-Y, width, and height of the image. The flow-
chart for annotating the images is given in Figure 10.

Figure 8. Sample images of all classes in different environmental conditions: sample 1) plain background, sample 2) messy 
background, sample 3) low light, and sample 4) bright light.

Figure 9. Sample images of customized dataset.

Figure 10. Workflow diagram for annotating the training 
and testing images.
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Configure Training
In this paper, the feature of annotated custom images was 

extracted using the Darknet-53 framework, and YOLOv3 
was used for identification. Table 1 shows the changes made 
to the configuration file for training the models. Two new 
files with data and name have been created. The data file 
contains the path to train.txt, test.txt, name file, and backup 
folder in Cloud VM via Google Drive. The backup folder 
is where all the trained weights will be stored after every 
1000 iterations. The ‘name file’ contains all the names of 
the classes, such as 0, 1, 2, 3, 4, and 5. These two files were 
copied from Google Drive to Cloud VM.

Feature Extractor: Darknet-53
Darknet-53 is a combination of 53 convolutional lay-

ers and 5 maximum pooling layers. Not only is it deeper 

than YOLOv2 but it also has residual or shortcut connec-
tions. Darknet 53 is 1.5 times faster, more reliable than 
ResNet-101, and is as reliable as ResNet-152 yet two times 
quicker. Batch normalization and dropout operations are 
added after each convolutional layer to prevent over-fit-
ting. In DarkNet-53, all convolutional layers use the Leaky 
ReLU activation function. However, the last layer uses a 
linear activation function. Adding the residual units to 
Darknet-53 has enabled YOLOv3 to avoid gradient dis-
appearance by increasing its network depth. As shown in 
Figure 11, Darknet-53 consists of five residual blocks, using 
the idea of a residual neural network for reference.

Training Under YOLOv3
Annotated custom images were trained using the 

Darknet framework. The training process was performed 

Figure 11. Darknet-53 architecture [24].

Table 1. Initialization parameters of the custom YOLOv3 network

Hyperparameters Value 
Momentum 0.9 
Batch Size 64 

Subdivision 64 
Learning rate 0.001 
Max Batches 12000 

Decay 0.0005 
Kernel size 3 × 3 filter size 

Activation function Leaky ReLU for all convolutional layers and 
linear for final layers 

channels 3 
Loss function Binary cross-entropy 
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using the convoluted weights of a pre-trained model on the 
COCO dataset to make it easier to train the object detec-
tors on larger datasets. The training process was performed 
using pre-trained convolutional weights, “darknet53. 
conv.74” and was compiled into the darknet framework. 
Training continues until there is an average stable loss. For 
this study, the average loss at 1400 iterations went below 0.1. 
The training was stopped when the average loss was 0.0121 
at 9200 repetitions as it was the lowest average loss. The loss 
curve is shown in Figure 21.

Testing Under YOLOv3
After the training process was completed, the model 

testing process was done to determine the accuracy of the 
trained weights. In the Google Drive backup folder, the 
trained weights will be saved in the “.weights” file after every 
1000 repetitions. The model has now been tested using 900 
annotated images and the most accurate weights have been 
identified. Next, the model was tested using images from 
the Kaggle dataset. The performance of the model shown in 
Table 2 is measured using different performance measure 
metrics like F1-Score, intersection over union (IoU), and 
mean average precision (mAP) for each class.

EXPERIMENTAL ANALYSIS

The detailed experimental review of the model being 
proposed based on hand feature extraction and deep learn-
ing process for hand gesture and sign language recognition 
is presented in this section. 

Hand Feature-Based Recognition
The work has been done on python environment as it 

is a powerful programming language for object-oriented 
programming. Here, OpenCV library of 4.2.0.34 version 
and numpy of 1.18.2 version are used. The experiments 
were conducted on Intel(R) Core(TM) i5-8265U CPU @ 
1.60Hz 1.80 GHz pre-processor. It has a RAM of 8 GB. 
The web camera that was used to capture hand from real 
time was 0.9 MP. Experiments were performed in four dif-
ferent conditions and have obtained output for six differ-
ent gestures. 

Some processing example of six different hand gesture 
recognition from four divergent environments based on 
hand feature is presented in Figure 12. And Figure 13 shows 
some examples of gesture recognition in different orienta-
tion of hand and different combination of fingers. Figure 
12(a, b and c) represent the binary hand image, contour and 
convex hull of hand and gesture label with convexity defect 
respectively. Sample 1, 2, 3, 4, 5 and 6 represents gesture 
zero, one, two, three, four and five respectively in Figure 
12. The experimental results reveal that the hand feature 
method determines the convexity defect from different 
environmental conditions effectively and recognizes the 
hand gesture efficiently. 

Figure 14 demonstrates the experimental examples for 
six different hand gestures recognition in four different 
conditions. Sample 1 shows the output for gesture zero, one, 
two three, four and five in plain background. Experiments 
in plain background have performed with great accuracy. 
As there was no other object and the background consisted 

Figure 12. Processing example of hand feature-based gesture recognition: a) binary hand image, b) hand image with con-
tour and convex hull, and c) gesture label with convexity defects.
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of single colour, hand gesture was easy to recognize. Sample 
2 demonstrates the experimental examples for gesture zero, 
one, two, three, four and five that were carried in messy 
background where there were many objects in the back-
ground. It was a highly noisy condition. Hence it was diffi-
cult to detect hand. Sample 3 shows the output for gesture 
zero, one, two three, four and five in poor light condition 
where the hand is not seen properly. Finally sample 4 shows 
the output for gesture zero, one, two three, four and five 

in bright light where the hand was clearly visible. It had 
greater accuracy as there was very low noise. 

In this model of detecting hand gesture, 30 image 
frames were tested. The targeted gestures were six, i.e., zero 
to five in ASL (American Sign Language) with the four 
environmental conditions i.e., plain background, messy 
background, low light and bright light. Each gesture type 
was collected from three testers. The average accuracy of 
the hand feature-based recognition for hand gesture detec-
tion is 95.57% as shown in Figure 15.

Figure 13. Processing example of hand feature-based gesture recognition in different orientation of hand and different combi-
nation of fingers: a) binary hand image, b) hand image with contour and convex hull, and c) gesture label with convexity defects.

 (a) (b) (c) (d) (e) (f)

Figure 14. Hand feature convexity defect based experimental results of six gestures in four conditions: a) gesture zero, b) 
gesture one, c) gesture two, d) gesture three, e) gesture four, and f) gesture five.
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Deep Learning-Based Recognition of Sign Language
RCNN, Faster RCNN, YOLO, YOLOv2 and YOLOv3 

are all object detection algorithms; however, YOLOv3 has 
a greater speed in detecting objects among all of them. The 
model identifies 80 distinct objects in images and videos, 
yet it is almost as accurate as Single Shot Multi-Box (SSD) 
[25], however, much faster than the latter. Moreover, 
YOLOv3 replaces the soft-max function with a self-de-
termining logistic classifier. Instead of utilizing mean 
square error in calculating the classification loss, YOLOv3 
uses binary cross-entropy loss for each specific label 
[4]. That lessens the complexity of calculation by avoid-
ing the soft-max function completely. Besides, YOLOv3 
uses K-means clustering to produce anchor boxes, rather 
than thoroughly applying anchor boxes at the last detec-
tion, YOLOv3 employs a multi-scale anchor mechanism 
that is used to enhance the detection accuracy for small 
objects. The recognition of the proposed YOLOv3 model 
is accomplished by dividing the input image into SxS grid 
cells [26]. If the center of an object falls into a grid cell, the 
grid cell is responsible for detecting the object. Each grid 
cell predicts the position information of bounding boxes 
[27] and calculates the confidence scores corresponding to 
these bounding boxes. After a single forward pass CNN, 
the YOLO network creates multiple bounding boxes for 
the same identified object. And finally, to erase the over-
lapping bounding boxes and keep only the correct one, 
a non-maximum suppression (NMS) is used. YOLOv3 
feature extractor, Darknet-53 is deeper than YOLOv2 also 
contains residuals or shortcut connections. It is likely to 
be Feature Pyramid Network (FPNs) [28]. 

Parameters for Performance Measurement
While performing classification predictions, four cate-

gories can result. Those terms are True Positives (TP), False 
Positives (FP), True Negatives (TN), and False Negatives 
(FN). The performance of this model is measured by 

various performance measurement metrics such as 
Precision, Recall, F1-Score, IoU, and mAP. Precision lets 
us know how many of the positive predictions are actually 
true, estimated as (11). Recall shows us how many true pos-
itive cases were able to accurately predict through model 
and calculated using (12). F1-Score refered to the harmonic 
mean of precision and recall present in (13). Accuracy indi-
cates the rate of accurately predicted cases to the total pre-
dicted cases that can be enumerated using (14). Intersection 
over Union (IoU) is a metric used to measure the accuracy 
of a model on a particular dataset. IoU is obtained using 
the predicted bounding boxes by the help of (15). Mean 
Average Precision (mAP) is a metric used to determine the 
performance of a model in object detection over a dataset 
of N images, is computed by (16).

  (11)

  (12)

  (13)

  (14)

  (15) 

  (16) 

Figure 15. Hand feature-based hand gesture recognition accuracy graph.
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RESULTS AND DISCUSSION

Experimental examples of six different hand ges-
tures recognition in different backgrounds are shown in 
Figure 16, Figure 17 and Figure 18. In each Fig, samples 

1, 2, 3 and 4 show the output in plain backgrounds, 
messy backgrounds, low light conditions and bright light 
conditions respectively. Figure 16(I) illustrates each of 
the four conditions for gesture zero and Figure 16(II) 

  
 (a)  (b) (c) (a) (b) (c)
  (I)   (II)
Figure 16. Deep learning based outputs of gesture (Zero in (I) and One in (II)) for four different conditions: sample 1) plain 
backgrounds, sample 2) messy backgrounds, sample 3) low light conditions, and sample 4) bright light conditions respectively.

  
 (a)  (b) (c) (a) (b) (c)
  (I)   (II)
Figure 17. Deep learning based outputs of gesture (Two in (I) and Three in (II)) for four different conditions: sample 1) plain 
backgrounds, sample 2) messy backgrounds, sample 3) low light conditions, and sample 4) bright light conditions respectively.
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illustrates the same for gesture one. Figure 17(I) shows 
the same for gesture two and Figure 17(II) gives output 
for gesture three. Finally, Figure 18(I) and Figure 18(II) 
shows each of the four conditions for gesture four and 
five respectively.

The proposed deep learning model is also tested with 
the customized color images. Some processing examples 
are demonstrated in Figure 19. Sample 1, 2, 3, 4, 5 and 6 

shows processing example for gesture zero, one, two, three, 
four and five respectively.

Performance Statistics
The statistics of the proposed model’s performance is 

illustrated in Table 2 that shows the TP (True Positive), 
FP (False Positive), FN (False Negative), AP (Average 
Precision), Average IoU, Precision, recall and mAP of every 
1000 iterations.

  
 (a)  (b) (c) (a) (b) (c)
  (I)   (II)
Figure 18. Deep learning based outputs of gesture (Four in (I) and Five in (II)) for four different conditions: sample 1) 
plain backgrounds, sample 2) messy backgrounds, sample 3) low light conditions, and sample 4) bright light conditions 
respectively.

Figure 19. processing example of customized image dataset using deep learning-based model.
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Figure 20 shows that weights at 9000 iterations have 
the maximum IoU 79.82% and mAP 99.33%. It has the 
highest TP and the lowest FP and FN. Moreover, it shows 
high precision, recall, and F1 score. Hence, the weights 
of 9000 iterations were selected and tested with 600 test 
images. The loss curve in Figure 21 shows the perfor-
mance of the model, where the ‘Loss’ is shown on the 

Y-axis against the ‘Iteration number’ from 0 to 9600 in 
increments of 1200 on the X-axis. After 1200 iterations, 
the Loss value has become almost zero, and after 2400 
iterations, the value becomes saturated. The model was 
trained for 9200 iterations. The current average loss of 
the model is 0.0121 at 9200 iterations.

Figure 20. Deep learning based performace evalution chart.

Table 2. Results of performance at each 1000 iterations

Iteration 1000 2000 3000 4000 5000

Classes TP FP AP (%) TP FP AP (%) TP FP AP (%) TP FP AP (%) TP FP AP (%)
0 30 46 21.33 85 3 93.22 79 3 89.25 74 3 89.02 92 8 93.40
1 74 43 63.60 99 10 99.34 99 9 98.73 98 12 99.59 100 7 99.95
2 83 25 82.25 99 6 99.89 98 15 98.36 97 4 98.62 99 3 99.93
3 87 12 91.52 99 4 99.79 96 6 99.32 100 4 99.99 100 2 100.00
4 92 15 96.05 100 11 99.33 99 31 95.21 100 13 98.45 100 6 99.92
5 88 21 88.38 91 5 93.95 91 6 98.39 95 1 99.26 97 3 99.89

Iteration 6000 7000 8000 9000

Classes TP FP AP (%) TP FP AP (%) TP FP AP (%) TP FP AP (%)
0 83 1 93.47 72 2 85.19 84 2 92.09 92 2 97.14
1 100 3 100.00 100 5 99.92 100 10 99.88 99 9 98.96
2 100 4 99.96 99 5 99.00 100 1 99.97 100 0 100.00
3 100 1 100.00 100 1 99.99 100 1 99.99 99 8 99.90
4 100 4 99.83 100 7 99.52 100 4 99.95 99 0 99.98
5 100 1 99.97 95 6 99.31 100 2 100.00 98 0 99.98
TP = Ture positive FP = False positive AP = Average precition
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This paper has proposed two different models of hand 
gesture and sign language recognition. The first model rec-
ognizes gestures using hand feature-based methods that 
are convexity defects and the second one recognizes using 
deep learning-based model that is YOLOv3. First proposed 
model gives great accuracy in the case of simple back-
grounds and bright lighting conditions. Table 3 tests the 
effectiveness of the first proposed model with the existing 
models.

The proposed model based on image processing 
shows greater accuracy than all other existing models. 

Less complexity of this model has achieved greater accu-
racy. Moreover, the feature extraction method of this 
paper is very structured and easy. Features of the hand 
are efficiently extracted with higher detection accuracy. 
But other methods are very complex and detection accu-
racy is less. However, it is also able to detect gestures 
with less computation time in different light conditions 
and backgrounds.

For YOLOv3, this paper shows that the proposed 
YOLOv3 automatically identifies various features of hand 
gesture recognition to support fast, accurate and reliable 

Table 3. Hand feature-based comparison between models 

Method Detection Accuracy (%) Computation time (s)
Proposed model 95.57 1.25
Finger-Earth Mover’s Distance [8] 93.2 1.95
Using fuzzy C-means clustering algorithm [9] 85.83 3.56
convexity defect [10] 95.2 2.15

Figure 21. Loss curve.
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identification and hand image recognition. The proposed 
method performs with great accuracy of 98.92% in all four 
conditions when compared with the existing models in 
Table 4. 

The proposed YOLOv3 model is being trained on a large 
dataset. It uses Darknet-53 as its backbone. Darknet-53 
has 53 convolutional layers making it more efficient than 
all other competing backbones. It efficiently recognizes all 
six gestures in different environmental surroundings with 
higher accuracy than all other existing models. Moreover, it 
can accurately classify gestures from an image of both low 
light and cluttered background. It overcomes limitations 
of image resolution and can detect area of gestures from a 
low-resolution image. The model has achieved higher accu-
racy of 98.92% than all other existing models. 

CONCLUSIONS 

This paper has proposed two different approaches 
to hand gesture and sign language recognition. The first 
method recognizes gestures using hand featured architec-
ture i.e., convexity defects and the second method does it 
using deep learning-based architecture i.e., YOLOv3. The 
work is done on six gestures and four different environmen-
tal conditions. Hand feature-based method can successfully 
recognize different gestures in different environmental 
conditions irrespective of the position of hand and com-
bination of fingers. The aim of this research is to build a 
simple system that focuses to detect gestures effectively by 
reducing the complexity. Once the gesture is detected, the 
information can be used for different applications, such as, 
to control industrial robots, security and disable people. It 
shows an accuracy of 95.57%. The second method is based 
on YOLOv3. The model is trained on large annotated data-
sets and can effectively detect the gesture area from images 
of different light and background conditions. It has a very 
high accuracy of 98.92%. The accuracy is higher compared 
to the existing models. 

One major contribution of this paper is that it proposes 
hand gesture recognition system in two ways. This research 
achieves recognition from both real-time and static images 
with better accuracy in compared to existing state of arts. 

Another contribution of the paper is that it can detect 
gestures in four different backgrounds. The first method 
can detect gestures in various distance from the webcam 

in different backgrounds. Its simple yet efficient way of 
extracting hand features with high accuracy and less detec-
tion time makes it better than all other models. And the 
second method is trained on large and two different types 
of datasets. It is successfully able to classify gestures from 
images that has both low light and complex background. 
It is also able to recognize gestures from low resolution 
images with higher accuracy. There is certainly room for 
improvement in both approaches. For future work on the 
first proposed method using convexity defects, the aim is 
to upgrade the model so that it can successfully detect hand 
gestures with greater accuracy in more challenging back-
grounds. And for the second method on deep learning, 
more gestures for detection could be included for future 
works.
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