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#### Abstract

In this paper, we study a mixed pallet collection problem in a warehouse of the company operating in fast moving consumer goods industry and present a mixed integer programming formulation with the objective function of total travelling distance minimization. The problem studied is shown to be equivalent to the wellknown vehicle routing problem. Since the problem belongs to the class of NP-hard problems, introduced mathematical formulation cannot provide optimal solution in an acceptable amount of time. We, therefore, develop an algorithm based on Simulated Annealing (SA) meta-heuristic approach to find near-optimal solution in a quite shorter computational time. Routes are constructed using Clarke\&Wright saving algorithm and then these routes are perturbed whereby three neighborhood operators, namely swap, insert, swap-range are utilized to further improve the quality of the solution. Experimental results based on a real case instance demonstrates that SA algorithm is capable of providing solution more quickly than that of CPLEX solver but the quality of the solution found by SA is $7 \%$ worse than that of CPLEX.
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## 1. INTRODUCTION

Organizations need to deliver their products and services to the customers in the fastest way in order to be ahead of their competitors under the challenging competitive environment of global market conditions. Nowadays, in the scope of globalization, companies are able to sell their products all over the world and they reach wider distribution regions thanks to the effective distribution channels. At this point, the importance of the concepts of supply chain and logistics has emerged. Logistics is a process consisting of value-added transactions such as transportation, storage and packaging of goods, services and related information between the point of production and consumption points in order to meet the customer requirements. Increasing the customer satisfaction is a must for businesses to become a market leader and this can be achieved by completely eliminating delays with a well-organized logistic plan. While efforts are being made for a better customer satisfaction, it is clear that there should be some methods in use in order to reduce the costs as much as possible.

[^0]Storage is one of the leading issues and its importance is getting increased under the content of modern logistic management system. The importance of storage is coming due to its impact on continuity in production for companies and rapid product delivery based on the market dema nds. In this study, we investigate a logistic company which stores more than 1000 kinds of fast moving consumer goods and deliver them to different customer portfolio. Each product type is stored in different locations in the company. Majority of the customers' orders consist of more than one product type. Therefore, the problem of Mixed Pallet Collection Problem (MPCP) is arising in this company. If the demands are not collected in the most appropriate way, there will be an increase on labor costs and a reduction on the effective use of collectors, which leads to an increase in the cost which is an important competitive power for firms. The aim of this study is to use the shortest route to collect customer orders without exceeeding the vehicle capacity. In this respect, MPCP is similar to Vehicle Routing Problem (VRP).

VRP belongs to the class of NP-Hard problems. As the number of customers is increasing in the problem, the difficulty of the problem increases exponentially. In the literature, there are many methods developed for the solution of VRP. These methods are categorized as exact solution algorithms, heuristic and metaheuristic methods. Although exact solution algorithms find optimal solution for small problems, they require more computational time for larger problem sizes. Heuristic methods which can find a solution near to optimal in a limited time are needed as VRP is a difficult problem and encountered frequently in real life. Heuristic methods can produce good quality solutions close to the optimal for large problem sizes with less computational effort and time. The heuristic methods are the most effective algorithms for VRP. Meta-heuristics have been used more in the literature in recent years and they yield successful results. These techniques provide good solutions for combinatorial problems and one or more solutions are usually considered and iteratively produce better solutions from these solutions.

In this study, a method is developed to solve VRP by using the heuristic and metaheuristic methods together. The SA algorithm is coded in the C\# programming language and the solution is compared with the solution provided by CPLEX solver.

The remaineder of the paper is organized as follows: Section 2 provides a literature review. Subsequently, problem definition of VRP is presented is Section 3. Section 4 is devoted to providing mathematical formulation. The general description of SA algorithm is described in Section 5. In Section 6, the results of the model based on a real case are shown and discussed.

## 2. LITERATURE SURVEY

In this section, the studies related to the VRP in the literature are presented. G. Dantzig ve J.Ramser (1959) is the first study in literature for VRP and considered a large scale of Travelling Salesman Problem (TSP) [2]. Next, the mathematical model and solution approach for VRP are presented by considering the vehicle capacity to the TSP. Clarke and Wright (1964) is the first study considering the multiple vehicles [3]. The first article which has a 'Vehicle Routing' in the title is published by Golden, Magnanti, Nguyan (1972) [4]. M. Solomon (1983) has added time window constraints to the Classical Vehicle Routing Problem [5]. The first study on Simultaneous Pick up-Delivery VRP (SPDVRP) is the Min (1989) which is a solution of a real case problem faced by a public library and consists of one depot, two vehicles and 22 customers [6]. Dethloff (2001) describes the relationship between reverse logistic and SPDVRP in environmental protection [7]. Split Demand Simultaneous Pick up and Delivery Vehicle Routing Problem (SDSPDVRP) allows more than one visit to a node and the customers demand can be greater than vehicle capacity. The first study on SDSPDVRP is carried out by Ayşe Bayrak and Bahar Özyörük [8]. Green Vehichle Routing

Problem (GVRP) as a new type of VRP consider the environmental factors such as fuel consumption, gas emission etc. as different to the traditional approach [9].

The first Stochastic Vehicle Routing Problem (SVRP) is a simulation model studied by Cook and Russell (1978) [10]. Although there have been a number of papers in the 1980s about SVRP, the studies in this area have increased in the 1990s. More powerful computers and enhanced coding capabilities have helped researchers to easily model and analyze SVRP.

The first dynamic VRP studied by Powell (1986) [11]. Dynamic vehicle routing was started to be seen more common in the literature in the second half of the 1990s by the development of advanced computational capability, vehicle tracking and data storage in 1990s.

In 1997, Brandão ve Mercer used the Tabu Search algorithm for Multivariate Vehicle Routing and Scheduling problem which is a different type of VRP in which vehicles can serve more than once in a day [12].

For the solution of VRP, two different solution methods have been developed as exact and heuristic methods. The direct tree search by Christofides (1985), integer linear programming by Laporte ve Nobert (1987) and dynamic programming by Laporte (1992) are such methods used to solve VRP [13,14,15]. Furthermore, the method of saving proposed by Clarke ve Wright (1964, sweeping method mentioned by Foster ve Ryan (1976) and developed by Gillet and Miller (1974), a two-stage method developed by Christofides et al. (1979) and petal method suggested by Renaud et al. (1996) are the classical heuristic methods for VRP [16,17,18,19].

In recent years, although the exact methods have been proposed for VRP, they are limited for providing a good solution of problems with up to approximately 100 customers. Since the classical heuristic methods do not provide quality solutions, metaheuristic methods are needed. Metaheuristic methods provide better solutions compared to the classical heuristics but they require more computational time [20]. Artificial Neural Network by Hopfield ve Tank (1985), Tabu Search by Glover (1986), TB by Kirkpatrik vd.(1983), Genetic Algoritm by Holland (1975) and Ant Colony by Dorigo vd. (1991) are the main metaheuristic methods [21,22,23,24,25].
C. Wang et al. (2015) propose the SA algorithm for the VRP with simultaneous delivery and time windows [26]. Gendreau et al. (2006) and Bortfeldt(2012) use the Tabu Search algorithm to solve capacity restricted VRP and 3D loading problems [27,28]. Mester and Braysy (2007) have developed a two-stage method consists of local search and genetic algorithm for the solution of capacitated VRP [29]. E. Aziz (2010) formulates an ant colony algoritm for the solution of periodic vehicle orientation problem with time windows [30]. The solution of dynamic heterogeneous VRP by genetic algorithm and discrete optimization has been studied by E. Edison and T. Shima(2010) [31].

Günther et al. (2015) add time constraint and propose a variable neighbor search algorithm [32]. The studies by Pollaris et al. (2015), Junqueira ve Morabito'nun (2015) argue that restrictions on weight distribution and the conditions for taking and delivery are instructed [33,34]. Table 1 tabulates the historical development of VRP.

Table 1. Historical development of VRP

| 1950's | VRP is formulated as an integer programming and have been solved for <br> small problems with 10-20 customers. |
| :--- | :--- |
| 1960's | Initially, the route bulding heuristic is presented. (Ex. Clarke ve Wright, <br> 1964). For the VRP, 2-opt and 3-opt are applied. Some problems with <br> 30-100 customers are solved. |
| 1970's | A two-phase heuristic array has been proposed (eg, Gillett and Miller, <br> 1974). Computational efficiency has become an issue and has been <br> solved for major problems with 100-1000 customers (örneğin, Golden, <br> Magnanti, and Nguyen, 1977). Some problems with 25-30 customers <br> can be solved by using optimal methods. |
| 1980's | Procedures based on mathematical programming are proposed (eg, <br> Fisher and Jaikumar, 1981). Interactive heuristics are developed (eg, <br> Cullen, Jarvis, and Ratliff, 1981). Some problems with approximately 50 <br> customers have been solved by optimal methods. |
| 1990's | Metaheuristic methods are applied on VRP. Some of the problems with <br> 50-100 customers are solved optimally (Fisher, 1995). |
| 2000's | Metaheuristic methods are integrated into many problems. The usage of <br> Genetic algorithms, artificial intelligence applications and Tabu Search <br> has become more popular and it is getting closer to find optimal <br> solutions. |

## 3. PROBLEM DEFINITION

In this section, the problem and the relevant notation are presented. The aim of the problem is to collect the customers' demands from specific locations by creating a vehicle route and to find the shortest way to do so. Let $G(N, A)$ be a fully connected network for VRP. $N=\{0,1,2, \ldots ., N\}$ represents the nodes and $A=\{(i, j) \mid i, j \in N$ is for the arc between these nodes. The customers are shown by $N_{c}=N \backslash\{0\}$ at which " 0 " is for the depot. Each route should start and end up in the depot and each customer must be visited only once. Each customer in the network has a demand, $d_{i}: i \in N_{c}$ and this demand must not exceed the vehicle capacity. There is a cost $c_{i j}:(i, j) \in A$ between each pair of nodes in network. This cost is due to the distance between each pair of nodes. At the same time, there are $M$ vehicles with a capacity limit of $Q$ in the depot and they can be used more than once. General description of the the problem can be seen in Figure 1.


Figure 1. Schematic representation of the vehicle routing problem

### 3.1. Notations

Indices:
$i, j: \operatorname{Nodes}(i, j=0,1,2, \ldots, N)$
Sets and Parameters:
$N$ :Set of nodes
$N_{c}$ :Set of customers
$M$ :Number of vehicles
$Q$ :Vehicle capacity
$d_{j}$ :Demand of customer $j\left(\forall j \in \mathrm{~N}_{c}\right)$
$c_{i j}:$ The distance between nodes $i$ and $j(\forall i, j \in \mathrm{~N})$
Decision Variables:
$x_{i j}:\left\{\begin{array}{l}1, \quad \text { If the vehicle routes from node } i \text { to node } j(\forall i, j \in N) \\ 0, \quad \text { otherwise }\end{array}\right.$
$u_{i}$ :Auxiliary variable to use for eliminating sub tours and for capacity constraints ( $\forall i \in N_{c}$ )

### 3.2. Mathematical Formulation

This section presents the mathematical formulation of VRP.
$\operatorname{Min} Z=\sum_{i, j \in N} c_{i j} x_{i j}$
st
$\begin{array}{lr}\sum_{i} x_{i j}=1 & \forall j \in N_{c} \\ \sum_{j} x_{i j}=1 & \forall i \in N_{c} \\ \sum_{i} x_{i 0}=\sum_{j} x_{0 j}=M & \\ u_{i}-u_{j}+Q x_{i j} \leq Q-d_{j} & \quad \forall i, j \in N_{c}, i \neq j \\ d_{i} \leq u_{i} \leq Q & \forall i \in N_{c}\end{array}$
$x_{i j} \in\{0,1\} \quad \forall i, j \in N_{c}$
Eq 1 is the objective function which minimizes the total travelled distance. Eq 2 and Eq 3 shows that there is only one entry and one exit from each node, Eq. 4 satisfies that the number of vehicles entering to a node and leaving from the node is same, Eq. 5 eliminates the sub tours between nodes, Eq. 6 guarantees that the load on the vehicle is higher than the demand and less than the capacity of the vehicle, Eq. 7 is for binary variables.

## 4. GENERAL OPERATION OF THE ALGORITHM

Our algorithm is heuristic based. First, the initial solution is obtained by Clarke \& Wright algorithm. The initial solution is improved by Tabu Search algorithm which is a metaheuristic method. Swap, swap-range and Insert are used as neigbourhood mechanism of SA.

### 4.1. Clarke and Wright Saving Algorithm

In 1964, Clarke \& Wright published an algorithm for the solution of Classical Vehicle Routing Problem. This algorithm is also known as saving algorithm. Clarke-Wright heuristic is constructed based on the saving value generated by returning to the starting point by visiting two points instead of going from the starting point to these points separately. Saving algorithm is a heuristic algorithm so it does not guarantee the optimal solution. However, the method usually offers a relatively good solution. The triangle inequality is used while creating the saving matrix. Figure 2 illustrates the schematic representation of joining routes.


Figure 2. Schematic representation of joining routes
Initially, each customer is served by separate vehicles. For example, the customers $i$ and $j$ in Figure 2.a are visited separately. Alternatively, if the demand of two customers does not exceed the vehicle capacity, they can be visited on the same route. In Figure 2.b, the customers $i$ and $j$ are visited on the same route. Let the transportation cost between two points of $i$ and $j$ be $\boldsymbol{C}_{i, j}$ and the total transportation cost in Figure 2.a as $\boldsymbol{D}_{\boldsymbol{a}}$ :

$$
D_{a}=C_{0, i}+C_{i, 0}+C_{0, j}+C_{j, 0}
$$

$D_{b}$ represents the total transportation cost in Figure 2.b:

$$
D_{b}=C_{0, i}+C_{i, j}+C_{j, 0}
$$

The saving by combining two way is $S_{i, j}$ :

$$
S_{i, j}=D_{a}-D_{b}=C_{i, 0}+C_{0, j}-C_{i, j}
$$

There are two versions of saving algorithm as serial and parallel. In the serial version, one route can be created at a time while multiple routes can be created at one time in the parallel version. At the first step of saving algorithm, savings are calculated for all customer pairs and all
customer points are ranked in descending order of savings. Then, one pair at a time is taken into account from the top of the list of ranking pairs. When a pair of $i, j$ is considered, if these two customer points can be connected without deleting a previous established direct connection and the total demand in the resulting route does not exceed the capacity of the vehicle, the routes which visit $i$ and $j$ are connected (so $i$ is visited in the route after $j$ ). In a serial version, when a connection is made between a pair, it must be restarted from the top of the list (the combinations that are not feasible until now can become applicable), in a parallel version, it requires only one pass through the list once.

### 4.2. Simulated Annealing Algorithm

In this study, SA which is one of the stochastic search methods is used in order to use the search space more homogeneously.The SA method is a local search technique which is very popular among artificial intelligence techniques.

SA is a stochastic searh method that provides good solutions for combinatorial optimization problems. The name of SA comes from the similarity of physical annealing process of solids. In other words, it is based on the logic of heating of solids and slowly cooling them. SA algorithm is introduced by, Kirkpatrick,Gerlatt and Vecchi(1983) and Cenny(1985) as independent to each other.

In summary, SA is a stochastic search method which mimics the physical annealing process in which a solid is cooled slowly until its minimum energy state is achieved.

### 4.2.1. Modeling of simulated annealing

SA starts with the initial solution, $i$ and generates the solution $j$ derived from the neighbours of the initial solution. The change in objective function is calculated by $\Delta=f(j)-f(i)$. So it is defined as $\Delta=$ (neighboring solution - existing solution). If $\Delta=0$, then the solution is accepted with a certain probability, usually with the probability of $P=\exp (-\Delta / T)$. The $T$ value is a control parameter similar to the temperature in annealing. Generally, the value of $T$ is reduced monotonically throughout the algorithm and this is called cooling plan.

The aim of SA algorithm is to find a solution $x$ which optimizes the function of $f(x)$ defined in a subset of all possible solution points, $(S)$. SA algorithm starts with a randomly selected initial solution. Then, a neighbor solution to the existing solution is selected by an appropriate mechanism and the change in $f(x)$ is calculated. If the change is in the intended direction, the neighboring solution is assigned as current solution. If there is no change in the desired direction, the SA algorithm considers this solution as a probability value obtained by "Metropolis Criteria". The acceptance of the solution which creates an inverse direction on objective function with a certain probability allows SA algorithm to avoid local optimals.

### 4.2.2. The steps of simulated annealing algoritm

A reliable search heuristic is the one with the low dependencies to the initial point. While the solution space is being scanned in the SA, the upward movements which are the movements against the objective value can be controlled by a changing probability based function. SA is an iterative improvement algorithm. The basic steps of a standard SA algorithm are given in Figure 3.

Procedure: Simulated Annealing Algoritm
Input : Clarke \& Wright heuristic solution,
$M$ :Number of neighbour solutions
$T_{b}$ :Initial tempreture
$T_{f}$ : End temperature
max_it:Maximum number of iteration
$r$ :Tempreature reduction rate
Output: $s_{o p t}$ :Optimal solution
$f_{\text {opt }}$ : Objective value of the optimal solution
Step 1: Get a initial solution by Clarke \& Wright heuristic: $s_{0} \in S$ and calculate objective function $f\left(s_{0}\right)$, assign as existing and best solution.
$s \leftarrow s_{0} ; f(s) \leftarrow f\left(s_{0}\right) ;$
$s_{i y i} \leftarrow s_{0} ; f\left(s_{i y i}\right) \leftarrow f\left(s_{0}\right) ;$
Step 2: Choose an initial tempreature: $T_{b}>0$
Set the number of neighbouring solution searched at each temperature: $M$
Set the maximum number of iterations: max_it
Set the temperature reduction rate: $r$
Reset the temperature change counter $T_{d} \leftarrow 0$

## Step 3:

Step 3.1: Assign the starting temperature as temperature variable. $T_{b} \leftarrow T_{d}$
Step 3.2: Reset the actual move and total move counters
$($ nrep $\leftarrow 0$; iterasyon $\leftarrow 0)$
Step 3.3: If $T_{d}<=T_{f}$ then go to Step 4.
Step 3.4: Randomly generate solution $s^{\prime}\left(s^{\prime} \in N(s)\right)$ which is a neighbor of $s$, calculate $f\left(s^{\prime}\right)$. $\Delta \leftarrow \mathrm{f}\left(\mathrm{s}^{\prime}\right)-\mathrm{f}(\mathrm{s})$.
Step 3.5: If $\Delta<=0$, assign neighbor solution as current solution $\left(s \leftarrow s^{\prime}\right)$, $n r e p \leftarrow n r e p+1$. Go to Step 3.6.

Else $(0,1)$ Produce a random number $(u)$ from the uniform distribution in the range of (0,1).
Step 3.5.1 If $u<\exp (-\Delta / T)$, assign neighbor solution as current solution. $\left(s \leftarrow s^{\prime}\right)$
$. n r e p \leftarrow n r e p+1$ and go to Step 3.6.
Else go to Step 3.7.
Step 3.6: If $f\left(s^{\prime}\right)<f\left(s_{i y i}\right)$ then $f\left(s_{o p t}\right) \leftarrow f\left(s^{\prime}\right)$
Step 3.7: iteration $=$ iteration +1 .
If $($ nrep $>M)$ or (iterasyon $>$ max_it ) then $T_{d}=r . T_{d}$.
go to Step 3.3 .
Else go to Step 3.4.
Step 4: Print the best solution.
Step 5: STOP.

Figure 3. The pseudo-code of simulated annealing algoritm
$M$ : Number of neighbour solutions to be searched at each temperature
$T_{d}$ : The temperature value at each iteration
The convergence rate of the SA algorithm to the global optimal solution is determined $M$ and $T_{d}, i=0,1,2 \ldots$ parameters.

Some parameters need to be determined in order to use the SA algorithm to solve any problem and these are:
(1) Initial Temperature $\left(T_{b}\right)$,
(2) Length of iteration at each temperature,
(3) Cooling function,
(4) Stopping criteria for algorithm

Initial temperature is an input parameter. Temperature is used to control the probability of accepting of the bad solutions. Length of iteration is the number of solutions produced at each temperature. Cooling function determines the temperature at current iteration depending on the temperature of previous iteration. The cooling rate is shown by $r$. In applications, the value of $r$ usually is between 0,8 and 0,99 . The number of iteration and cooling function with the inital temperature are called cooling schedule. This schedule has a great impact on the quality of solution and convergence rate. If the solution obtained at each temperature change does not change for a number of consecutive temperature changes, then SA is stopped.

### 4.3. Neighbourhood Structures

The neighbourhood mechanisms are used for the heuristic solutions of NP-hard problems such as vehicle routing, travelling salesman, scheduling etc. For the NP-hard problems, polynomial time algorithm to solve all the samples of that problem class to optimality is not known. At this point, two features are stand out (i) computational time, (ii) quality of solution. The aim is to run the mechanism quickly and obtain near optimal solution. The neighbourhood mechanisms are widely used in computer programming languages due to their simple coding and faster operation of the algorithm. In

Figure 4, there is a sample route for VRP.


Figure 4. A sample route for ARP

### 4.3.1. Swap operator

Consider a route, R1 consisting of 5 customers as below. 2 customers are chosen randomly (C5-C4). The customer C5 and C4 are swapped and it creates route R1' as in Figure 5'


Figure 5. Schematic representation of the swap operator a) R1 route, b) R1' route
Let the distance different between routes R1 and R1' be $\mathrm{F}_{1}$ and it is calculated as ;

$$
F_{1}=\left(d_{C 2, C 4}+d_{C 4, C 1}+d_{C 3, C 5}+d_{C 5, \text { depot }}\right)-\left(d_{C 2, C 5}+d_{C 5, C 1}+d_{C 3, C 4}+d_{C 4, \text { depot }}\right)
$$

### 4.3.2. Insert operator

Consider the route R1 consisting of 5 customers as above. 2 random customers arechosen randomly (C5-C4). The customer C4 is added to the left side of the customer C5 and the customers on the righ side of the customer C5 move one unit to the right. This creates route R2' and it is illustrated in Figure 6.


Figure 6. Schematic representation of the insert operator a) R1 route, b) R2' route
Let the distance different between routes R1 and R2' be $\mathrm{F}_{2}$ and it is calculated as;

$$
F_{2}=\left(d_{C 2, C 4}+d_{C 4, C 5}+d_{C 3, \text { depot }}\right)-\left(d_{C 2, C 5}+d_{C 3, C 4}+d_{C 4, \text { depot }}\right)
$$

### 4.3.3. Swap-Range operator

Let's refer to the route R1 consisting of 5 customers as above. 2 random customers are chosen randomly (C5-C4). The customers between C5 and C4 (including C5 and C4) are sorted in the reverse order. This creates R3' route as in Figure 7.


Figure 7. Schematic representation of the swap-range operator a) R1 Route, b) R3' route
Let the distance difference between routes R1 and R3' be $\mathrm{F}_{3}$ and it is calculated as;

$$
F_{3}=\left(d_{C 2, C 4}+d_{C 5, \text { depot }}\right)-\left(d_{C 2, C 5}+d_{C 4, \text { depot }}\right)
$$

## 5. EXPERIMENTAL STUDY

In this section, a real world problem based on a warehouse of a logistic company operating in a fast moving consumer goods sector is addressed. The problem consists of a total of 221 nodes which are 220 customers and 1 depot. The demands of customers are collected monthly and then mixed pallets are collected at the end of each month. We assume that we have the customers' demands at the beginning of a month and the orders received during the month are transferred to the next month. Planning is made at the beginning of a month. As we have the information of the size of all ordered products, we calculate the volume that will cover in the pallet. The aim is to minimize the distance while meeting the customers demand. Vehicle capacity is 1 pallet and vehicles can be used more than once. For the solution of the problem, an initial solution is obtained by Clarke \& Wright heuristic. Then the initial solution is improved by SA heuristic. In SA, 3 different neigbourhood mechanisms such as Swap, Swap-Range and Insert are used. The SA algorithm is coded with C\# Visual Studio.

The distance matrix for each location pair is calculated in the region in which a depot and 220 locations are located. The mixed integer mathematical model is solved by using CPLEX solver in GAMS interface while limiting the computational time for 2 hours ( 7200 seconds) and CPLEX has created 103 routes during this time. The upper limit for the total transportation distance of all routes is 18816 while the lower limit is 3575 . Based on this, the relative gap is calculated as (upper limit - lower limit)/upper limit $=0,81$. The higher value of relative gap means higher the difficulty of the problem. As the lower limit obtained by CPLEX does not guarantee a proper solutions, we need to take the upper limit value as a reference point for comparison.

The same dataset is solved by using Simulated Annealing algorithm. The Clarke and Wright algorithm used in SA algorithm for finding initial routes creates 106 different routes and total travelled distance for these routes is calculated as 23335. The routes obtained by Clarke and Wright are improved by SA algorithm which has the parameter values as below.
Initial Temperature: $1000^{\circ} \mathrm{C}$
Stopping Temperature: $20^{\circ} \mathrm{C}$
The number of neighboring solution to be searched at each temperature: 500
Tempereture reduction rate: 0,97
In the SA algorithm, the routes are improved by using insert, swap-range and swap operators. It can be seen how three different operators can improve the solution within the computational time. 20259 for insert, 22868 for swap-range and 22348 for swap are obtained. The change of the solutions by each temperature change is shown in the convergence graph of Figure 8.


Figure 8. Comparison of the results of neighborhood structures
The SA algorithm obtained the solution in 10 minutes. Compared to the CPLEX, SA algorithm reached to a solution in a very short time and the quality of the solution is \%7,6 [(20259-18816)/18816=0,076] which results $7.6 \%$ higher transportation cost. As the frequency of mixed pallet collecting process increases, the use of SA algorithm becomes more attractive due to its low computational time.

## 6. CONCLUDING REMARKS AND FUTURE DIRECTIONS

The companies operating in the logistic sector need to distinguish the areas of production activities and warehouse operations due to high variety and volume of the products. These companies load the customers' orders in pallets to the transportation vehicles in depot area. When preparing the customers orders, we tackle with two basic situations: If the customer's order for any product is in the form of multiples of a pallet, the product is directly loaded to the vehicle. However, nowadays the customers' orders usually consist of many products which do not exceed a pallet. In this case, so called mixed pallet needs to be prepared and another problem arises to decide of which order of the products should be collected to make the pallet ready for shipment. The main criteria while preparing the mixed pallets is to minimize the total transportation distance.

In this study, the mixed pallet collection problem is discussed in the field where a logistic company operates its storage operations and first a mixed integer mathematical model is developed for this problem. Since the problem is in the class of NP-hard problems, the developed model could not provide an optimal solution in polynomial time. Thus, Simulated Annealing method has been developed to obtain good solution for the problem in a quite shorter time. The initial routes in this algorithm are created by Clarke and Wright algorithm and they have been improved by using insert, swap-range and swap neighbour operators. In the experimental studies, it has been shown that the insert operator gives the best results among these three operators. Additionally, the results of the mathematical model coded in CPLEX solver are compared with the results of Simulated Annealing method. The Simulated Annealing algorithm provides solution in a very shorter time compared to CPLEX and solution quality is $7 \%$ worse than optimal value. At this point, the decision maker either waits longer to get better solution by mathematical model or accepts a slightly worse result by Simulated Annealing. The use of algorithm may become more attractive as long as the solution for the problem is frequently needed.

The problem handled in the paper can be extended in several points: In future studies, different meta-heuristic algorithms namely, Tabu Search, Genetic Algorithm, Ant Colony Optimization, Variable Neighborhood search can be compared between each other. Furthermore, to minimize the number of pallets used, the problem of bin-packing and mixed pallet collection problem can be jointly considered.
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