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ABSTRACT 

The main focus of this study is the minimization of Permanent Magnet Synchronous Motors (PMSM) steady-

state speed error. In order to do this, a Lyapunov candidate function that contained the speed error is defined and a 

Based Lyapunov Theory (BLT) speed controller is designed. The novelty of this paper is the smoother pre-filter applied 

to the reference speed guarantees the stable operation of the nonlinear controller at step change in reference signal. 

The pre-filter design is carried out in a way that does not have a negative effect on the settling time, which is one of 

the step response characteristics. A proportional-integral (PI) speed controller is designed for comparison. FOC 

technique is used for inverter control.  As the speed controller of the system, PI and BLT controllers are designed 

separately. Simulation studies are run in MATLAB/Simulink. PI speed controller coefficients are determined using the 

pole assignment method. For this purpose, PI coefficients for operating the controller at the selected frequency and the 

desired damping ratio are calculated. Stability analyses are carried out for PI and BLT speed controllers. A low pass 

filter that allows the system to apply a smoothed reference speed is designed in order to eliminate the range in which 

the derivative of the reference speed used in the BLT speed controller is undefined. Three different simulations are 

modeled. In the first one, the reference speed is changed in both directions by step function, under constant load torque. 

The speed and torque performances of both speed controllers are compared with the performance criteria including 

settling time, overshoot, peak value, peak time, root mean squared error (RMSE), and integral of time weighed absolute 

error (ITAE), and the results of the comparison are shown in figures and tables. In addition, a second simulation 

including reference load changes is made to model load torque disturbance as a robustness test, and a third simulation 

containing resistance changes is made to model parameter uncertainty are carried out. Both transient response and 

steady state response of controllers against parameter changes are examined in simulation 2 and 3. With the proposed 

BLT controller, the transient and steady-state response of the speed is improved both at the time of torque change and 

at the time of winding resistance change. The results are given in figures and tables. 

 

Keywords: PMSM; Speed Control; Signal Smoothing; Nonlinear Control; FOC; Vector Control; SVPWM; 

Lyapunov Function; PI; Barbalat’s Lemma; Stability Analysis; RMSE; ITAE. 

 

INTRODUCTION 

Since the development of magnetic materials such as samarium-cobalt in the 1970s and neodymium-iron-

boron (NdFeB) in the 1980s which provide cheaper and higher magnetic flux density enabled the increase of the power 

range of PMSMs from kWs to MWs which allowed PMSMs to replace DC motors in many high-performance 

applications [1].PMSM shine out in medium-low power applications with their high power density, robust construction 

and small size, low maintenance cost, high efficiency, reliability, low noise and inertia, and good dynamic 

performances like high torque/current and torque/inertia ratios. Therefore, their use in high-performance applications 

such as industrial servo systems is becoming increasingly popular among researchers and designers [2-7]. 

Various types of electric motors are available for drive applications such as electric vehicles and robot 

manipulators. PMSMs draw special attention in electric vehicle drive applications due to their higher power to size 

density, higher efficiency and less maintenance requirements than other existing motors [9]. Unlike conventional 

synchronous motors, PMSMs do not have excitation winding which eliminates rotor copper losses [11,12]. The most 
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important configurations of PMSMs are surface mounted PMSM (SPMSM) and interior mounted permanent magnet 

(IPMSM). Although the magnets are mounted on the rotor surface, the effective air gap is homogeneous and wide, 

since the relative permeability of the magnetic material is close to unity. Therefore, the synchronous inductances along 

the d and q axes of the rotor are equal and small [2]. Because of its aforementioned superior properties, studies on 

PMSM are continuing [7, 13-16].  

Adjustable speed alternating current (AC) motor drives with electronic power converters make more use of 

FOC and direct torque control (DTC) techniques in various applications [17-20]. In practice, main PMSM torque 

control methods are FOC and DTC [7, 9, 14-16]. FOC has better performance than DTC in wider speed range and load 

conditions. The performance of FOC application is critically dependent on very precise coordinated transformations 

and flux angle estimations. This complexity leads to considerably more calculations [18]. Additionally, the FOC 

method is more easily applied in these motors than in other motors, because of the constant magnetic flux generated 

by the permanent magnets placed in the rotor of the PMSMs [2]. This technique is preferred in order to reduce the 

complexity of PMSMs with this approach [16]. This technique allows the PMSM to be driven with higher dynamic 

performance which is comparable to the performance of the DC motor [2]. If the d current component 𝑖𝑑 can be made 

equal to zero, the exact behavior of a constant excited DC motor can be achieved [23]. In this technique, the dynamic 

model of the motor is used in the design of the controller, instead of the steady-state model on which the scalar 

controllers are based [2]. FOC is a vector control technique that provides high precision as well as high motor control 

speed. However, the main criticism of the FOC is related to the imbalance problem, which may be caused by possible 

changes in the motor parameters of the system or disturbances during operation and numerous calculations limiting 

the control speed [24]. 

Different pulse width modulation (PWM) techniques can be used in FOC [24,25]. Space vector pulse width 

modulation (SVPWM) used in this study is one of the voltage controlled, constant switching frequency PWM switching 

strategies [2]. It is known that SVPWM performs better than sinusoidal pulse width modulation (SPWM) [25]. 

SVPWM technique is widely used in PMSM [7,14, 15].  

It is important to improve PMSM control performance for many PMSM applications [26]. PI controller is a 

conventional control method which is frequently used in control systems [14,27].  Moreover, it also commonly used 

in controlling PMSM with FOC method. [7,13,16,28]. The PI controller is mainly used to eliminate the steady-state 

error caused by the proportional (P) controller. However, it has a negative impact on the speed of response and the 

overall stability of the system. The PI controller is mostly applicable to systems where the response speed of the system 

is not a problem. Since the PI controller is not capable of predicting future errors of the system, it cannot reduce the 

rise time and eliminate oscillations. The integral calculations used in the controller ensures the set point being exceeded 

[29]. 

Some of PI tuning techniques are as follows; open and closed-loop Ziegler-Nichols (ZN) method [27, 29, 31], 

frequency response/domain method [28,32,33,34], and pole assignment/placement method [35-40]. Open loop ZN 

method cannot be applied to systems which are type one and above. In case it is attempted to be implemented, the open 

loop response will result in infinity due to the integrator in which  𝑙𝑖𝑚
𝑡→∞

𝑦(𝑡) → ∞ status is encountered where the output 

of the system is 𝑦(𝑡) . On the other hand, in practical applications the system becomes saturated. Frequency 

response/domain methods focus on the frequency domain characteristics of the control system [33]. In this method, 

design tools such as root locus, bode plots, nyquist diagrams and nichols chart are used [8]. By applying frequency 

domain design methods, control parameters that are based on different specification types that define design 

requirements forsystem stability and robustness, such as gain crossover frequency, phase margin, phase crossover 

frequency, gain margin, andsensitivity functions can be analytically calculated [33]. Pole assignment/placement 

technique is applied for tuning PI controller of PMSM. The main idea behind the polar placement approach is selecting 

the appropriate closed-loop performance which takes desired 𝜉 and desired 𝑤𝑛 as its basis. The denominator of the 

closed-loop transfer function is equalized to the desired closed-loop polynomial. In order to apply the polar placement 

technique, a first or second order model of the plant is required [39]. Second order system approach can be used in 

speed controller design for PMSM [26]. Thus, PI speed controller which can provide the desired speed response with 

appropriate 𝜉 , 𝑤𝑛 values is designed [40].  
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Stability analyses of differential equations using energy functions has been performed by Lyapunov in 1892 

[41] and ever since Lyapunov theory has been an important tool in linear and nonlinear control [42-46]. Nevertheless, 

its use in nonlinear control has difficulties in finding the Lyapunov function for a given system. The system is known 

to be stable if Lyapunov function appropriate for the system can be found. But the task of finding such a function is 

usually left to the designer's experience [42]. The BLT control technique is a mathematical acquisition of a control 

signal giving the alteration that enable the function to exponentially approaching to zero by determining an energy 

function connected to the error signal [47]. It is also known that control systems based on Lyapunov function give 

more effective results in the control of nonlinear systems [42,48].  

In addition to the simulation results that compares both of the designed speed controller against the reference 

speed changes, a second simulation is carried out which includes reference load changes in order to model load torque 

disturbance as well as performing the robustness test and a third simulation study that includes resistance changes to 

model parameter uncertainty performed and all the performances are compared. 

The aim of this study is to design an effective and simple speed control for PMSM with Lyapunov approach. 

In the system designed in this study, fast transient response, a good steady-state response, acceptable accuracy are 

aimed. In the presence of external loads and load disturbances, the system output with the Lyapunov function is 

achieved this purpose step-by-step. Lyapunov function which included a term that enhances stability and penalizes the 

incremental energy of the speed error is used in the proposed speed control system. The proposed control system is 

designed to achieve the speed tracking target. 

In this study, BLT speed controller is developed for PMSMs. The main problem encountered in speed 

controllers developed based on Lyapunov theory is that if step function speed is used as reference speed, high amplitude 

control signals seen in speed changes caused by the derivative of the reference signal used in the controller function. 

In order to solve this problem, a low-pass filter appropriate for system dynamics is applied to the reference signal and 

the derivative effect that causes high amplitude is eliminated. The compatibility between the developed filter and the 

proposed BLT speed controller has been confirmed by simulation studies. The performance values of the PI controller 

designed with the pole assignment method have also been another scale confirming the success of the proposed control 

structure. 

The paper is organized as follows. The mathematical model of PMSM is described in Chapter 2. The SVPWM 

method is explained in Chapter 3. FOC, PI and BLT controllers, PI and Lyapunov stability analyses, and the 

deactivation of the range in which the derivative is undefined are given in Chapter 4. Chapter 5 presents information 

about the simulations. The results and discussion are given in Chapter 6. The conclusion is informed in Chapter 7. 

 

MATHEMATICAL MODEL OF PMSM 

The mathematical model of PMSM can be expressed using three different equations for three state variables 

in the d-q framework as follows: [8,23,24,40]:  

 

𝑉𝑑 = 𝑅𝑖𝑑 + 𝑝𝜆𝑑 − 𝑤𝜆𝑞                      (1) 

 

𝑉𝑞 = 𝑅𝑖𝑞 + 𝑝𝜆𝑞 + 𝑤𝜆𝑑                      (2) 

 

Here, 

 

𝜆𝑞 = 𝐿𝑞𝑖𝑞                      (3) 

 

𝜆𝑑 = 𝐿𝑑𝑖𝑑 + 𝜆𝑚                      (4) 

 

Electrical Torque, 

 

𝑇𝑒 =
3𝑃

2
[𝜆𝑚𝑖𝑞 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞]                      (5) 
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Motor dynamic equation, 

 

𝑇𝑒 = 𝑇𝐿 + 𝐵𝑤𝑟 + 𝐽
𝑑𝑤𝑟

𝑑𝑡
                      (6) 

 

The inverter frequency is related to the motor speed and is as follows; 

 

𝑤 = 𝑃𝑤𝑟                      (7) 

 

As a result, the dynamic model of PMSM (nonlinear state equations) is as follows; 

 
𝑑𝑖𝑑

𝑑𝑡
= −

𝑅

𝐿𝑑
𝑖𝑑 +

𝑃𝑤𝑟𝐿𝑞

𝐿𝑑
𝑖𝑞 +

1

𝐿𝑑
𝑉𝑑                      (8) 

 
𝑑𝑖𝑞

𝑑𝑡
= −

𝑅

𝐿𝑑
𝑖𝑞 +

𝑃𝑤𝑟𝐿𝑑

𝐿𝑞
𝑖𝑑  −

𝑃𝜆𝑚

𝐿𝑞
𝑤𝑟 +

1

𝐿𝑞
𝑉𝑞                       (9) 

 
𝑑𝑤𝑟

𝑑𝑡
=

3𝑃𝜆𝑚

2𝐽
𝑖𝑞 +

3𝑃

2𝐽
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞  −

𝐵

𝐽
𝑤𝑟 −

𝑇𝐿

𝐽
                      (10) 

 

It can be seen from this dynamic model that speed control can be controlled via 𝑉𝑞 . For this reason, reference 

value of 𝑖𝑑   is kept zero. In addition, as stated in the introduction of SPMSM, when 𝐿𝑑 = 𝐿𝑞 = 𝐿 is considered, the 

SPMSM dynamic model (nonlinear state equations) is formed as follows; 

 
𝑑𝑤𝑟

𝑑𝑡
=

3𝑃𝜆𝑚

2𝐽
𝑖𝑞 −

𝐵

𝐽
𝑤𝑟 −

𝑇𝐿

𝐽
                      (11) 

 
𝑑𝑖𝑞

𝑑𝑡
= −

𝑅

𝐿
𝑖𝑞 + 𝑃𝑤𝑟𝑖𝑑 +

𝑃𝜆𝑚

𝐿
𝑤𝑟 +

1

𝐿
𝑉𝑞                      (12) 

 
𝑑𝑖𝑑

𝑑𝑡
= −

𝑅

𝐿
𝑖𝑑 + 𝑃𝑤𝑟𝑖𝑞 +

1

𝐿
𝑉𝑑                      (13) 

 

𝑇𝑒 =
3𝑃

2
(𝜆𝑚𝑖𝑞)                      (14) 

 

SVPWM METHOD 

SVPWM method is used in the study. Figure 1 shows three-phase two-level voltage source inverter where 

PWM methods are aplied. 𝑉𝑎, 𝑉𝑏 , 𝑉𝑐  are applied to star connected PMSM three phase windings. 𝑉𝑑𝑐 is continuously 

applied to the inverter. Three of the inverter switches must be short-circuited and three of them must be open-circuit, 

at all times. The upper and lower switches on each lever must be driven by two complementary pulse signals, to prevent 

vertical transmission. In addition, it is important to prevent any possible overlap during the transition between the 

power switch [25, 49]. 
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Figure 1. Three phase two level voltage source inverter. 

 

A total of 6 power switches (2 for each phase) are used in the inverter given in Figure 1. For each of the levers 

K1, K2, and K3, the situation of the above switch being short-circuit and the below switch is open-circuit corresponds 

to 1, and the opposite situation is expressed with 0. This allows us to examine the 6 power switches using 8 states [25, 

49]. The relationship between the switching vectors and the phase voltages is discussed in [50]. Table 1 shows values 

of the voltage vectors, switching vectors, the inverter phase and line voltages in 𝑉𝑑𝑐 unit for the 8 states in the SVPWM 

[50-52]. Using 𝑉𝑎, 𝑉𝑏 , 𝑉𝑐  and Clarke conversion, Equation (15) can be achieved for 𝑣𝛼, 𝑣𝛽. 

 

�⃗� = 𝑣𝛼 + 𝑗𝑣𝛽 =
2

3
(𝑉𝑎𝑒

𝑗0 + 𝑉𝑏𝑒
𝑗
2𝜔

3 + +𝑉𝑐𝑒
𝑗
4𝜔

3 )                      (15) 

 

The eight possible states of the inverter are represented by the six active state vectors which constitutes a 

hexagon and two zero vectors, as shown in Figure 2 [49]. 

 

Table 1. SVPWM voltage and switching vectors, phase and line voltages 

 

Voltage Switching Vectors Phase Voltages Line Voltages 

Vectors K1 K2 K3 Va Vb Vc Vab Vbc Vca 

V0 0 0 0 0 0 0 0 0 0 

V1 1 0 0  2/3 - 1/3 - 1/3 1     0     -1     

V2 1 1 0  1/3  1/3 - 2/3 0     1     -1     

V3 0 1 0 - 1/3  2/3 - 1/3 -1     1     0     

V4 0 1 1 - 2/3  1/3  1/3 -1     0     1     

V5 0 0 1 - 1/3 - 1/3  2/3 0     -1     1     

V6 1 0 1  1/3 - 2/3  1/3 1     -1     0     

V7 1 1 1 0     0     0     0     0     0     
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Figure 2. Inverter conditions on static reference framework [49] 

 

Figure 2 shows the vectors for the remaining cases which can be achieved using the same approach. Six non-

zero states, called active states, are represented by space vectors in the form of a hexagon divided into six equal sectors 

shown in Figure 2 as I, II, III, IV, V, VI. The space vector equation for active states is expressed in Equation (16).  

 

�⃗� 𝑘 =
2

3
𝑉𝑑𝑐𝑒

𝑗(𝑘−1)
𝜋

3 , 𝑘 = 1,… ,6                      (16) 

 

�⃗� 𝑟𝑒𝑓  assuming that 𝑇𝑠 is small enough, �⃗� 𝑟𝑒𝑓  can be considered constant, throughout this range. The SVPWM 

technique is based on the fact that each �⃗� 𝑟𝑒𝑓  vector within the hexagonal boundary is expressed as a combination of 

weighted average of two neighboring active space vectors and the zero state vectors. Thus, the desired reference vector 

in each cycle can be obtained by switching between these four inverter states. The �⃗� 𝑟𝑒𝑓  vector in sector k is obtained 

as shown in Equations (17) and (18). 

 

�⃗� 𝑟𝑒𝑓
𝑇𝑠

2
= �⃗� 𝑘𝑇𝑘 + �⃗� 𝑘+1𝑇𝑘+1                      (17) 

 

𝑇0 + 𝑇𝑘 + 𝑇𝑘+1 =
𝑇𝑠

2
                      (18) 

 

CONTROLLER DESIGNS 

 

FIELD ORIENTED CONTROL 

Figure 3 shows the block diagram of the FOC method of PMSM. The measured two phase current of the 

motor feeds the Clarke conversion block. The two components of the current in this system are converted to the d-q 

rotating reference framework with Park conversion. Resulting values of 𝑖𝑑 and 𝑖𝑞  are compared to flux reference 𝑖𝑑𝑟𝑒𝑓  

and torque reference 𝑖𝑞𝑟𝑒𝑓  , respectively. Since FOC is used in speed control, the torque reference 𝑖𝑞𝑟𝑒𝑓  becomes the 

output of the speed controller. Outputs 𝑣𝑞𝑟𝑒𝑓  and 𝑣𝑑𝑟𝑒𝑓  of classic PI current controller are applied to reverse Park 

conversion block. The inputs of SVPWM block are 𝑣𝛼𝑟𝑒𝑓  and 𝑣𝛽𝑟𝑒𝑓  while the outputs are the signals driving the 

invertor [53,54].  
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Figure 3. Block diagram for FOC method of PMSM [53]. 

 

PI SPEED CONTROLLER 

Pole assignment method which incorporates the closed loop TF of the system is used for this study. For 

stability, a 𝑤𝑐 must be determined which ensures the root vectors of the characteristic equation of the system are located 

in the left half of the complex plane as well as the angle of the vectors being between 30 ° and 60 ° [28,32,55]. 𝑤𝑐 is 

the frequency in which the low and high frequency asymptotes are equal [55]. In this technique, the trial-and-error 

method is generally used to dedicate 𝑤𝑐 value [28, 55]. The selected frequency value in this study is 914 rad/s for the 

second order delayed system. This selected frequency value is used to determine the coefficients 𝑘𝑝, 𝑘𝑖 from the 

characteristic equation obtained from the simple closed-cycle speed loop of PMSM [28]. 

 

 
 

Figure 4. PMSM simple speed loop block diagram [28]. 

 

The current loop gain in the model given in Figure 4 is chosen as 1 for simplicity. The characteristic equation 

obtained from the closed-cycle transfer function is a characteristic equation of the second order control system [40]. 

The TF obtained from this model is shown in Equation (19). 

 

𝑇𝐹𝑆𝑝𝑒𝑒𝑑_𝑙𝑜𝑜𝑝 =
𝑘𝑝𝑘𝑡𝑠+𝑘𝑖𝑘𝑡

𝐽𝑠2+𝑘𝑝𝑘𝑡𝑠+𝑘𝑖𝑘𝑡
                      (19) 

 

The characteristic equation is a second order delay system as follows: 

 

𝑠2 + 2𝜉𝑤0𝑠 + 𝑤0
2 = 0                      (20) 
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In a second order delay system, in order for the frequency response to be a sub-critical damped system, the 

condition is 𝜉 < 1 [55]. For the selected frequency and 𝜉 = 0.8 value of the system, the calculated coefficients of the 

PI speed controller are as: 𝑘𝑖 = 64.6875, 𝑘𝑝 = 0.1131  

Thus, the coefficients of the PI controller are determined by the pole assignment method for the selected 

frequency and the damping factor determined to keep the system stable. 

 

PI SPEED CONTROLLER STABILITY ANALYSIS 

For stability, the roots of the characteristic equation of the system must be in the left half of the complex plane 

[55]. For the calculated PI controller coefficients, the conjugate roots of the characteristic equation are found as: 𝑆1,2 =

−731.62 ± 𝑖549.21   

Thus, for the pole assignment method that is used, the roots of the closed-cycle characteristic equation of the 

system are located in the left half of the complex plane and their angles are between 30° and 60°. 

In the rest of the study, the term PI controller is used instead of the term PI speed controller designed with the 

pole assignment method. 

 

LYAPUNOV THEORY BASED SPEED CONTROLLER 

If we accept 𝑥 as the equilibrium point of the system and make it equal to zero (𝑥 = 0), stability of equilibrium 

point can be proven by examining interwoven surfaces described with 𝑉(𝑥) = 𝐶, (𝐶 > 0) and the positive defined 

function 𝑉 = 𝑉(𝑥) surrounding the equilibrium point 𝑥 = 0. If 𝑉
•

 is always negative except at 𝑥 = 0, where 𝑉 = 0, 

then 𝑉
•

 follows the trajectory in which it must pass the 𝑉 fixed surface in the inward direction.  As a result, point 𝑥 

tends to be zero while time t tends to be infinite.  The three-dimensional example is shown in Figure 5 which proves 

the asymptotic stability of the system without requiring an open solution for the system [56]. 

If the equilibrium point at the origin is uniformly asymptotically stable, there is a positive definite and 

decreasing function V with a negative definite derivative [57]. 

 

 

 

Figure 5. Lyapunov function contours and trajectories [56]. 

 

The proposed control system is designed to achieve the reference speed tracking purpose. This objective is 

used for a systematic approach to construct the Lyapunov equation and unperturbed controller, so that the system is 

uniformly asymptotically stable at the equilibrium point. [43,44,56]. The speed error signal is defined as follows, 

 

𝑒 = 𝑤𝑟𝑒𝑓 − 𝑤𝑟                      (21) 

 

If the derivative of Equation (21) is calculated and written instead of Equation (10), Equation (22) is obtained. 
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𝑒
•
= 𝑤𝑟𝑒𝑓

•
−

1

𝐽
[
3𝑃

2
((𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞 + 𝜆𝑚𝑖𝑞) − 𝐵𝑤𝑟 − 𝑇𝐿]                      (22) 

 

In the proposed control system, Barbalat's Lemma is used to control the robustness against parameter 

uncertainty, in other words: to perform stability analysis [57]. In the literature, the stability analysis of the BLT speed 

controller has been performed with Barbalat’s Lemma [58-60], which is used in asymptotic stability analysis of the 

systems.  

Barbalat's Lemma indicates that if the differentiable function 𝑣(𝑡) has a finite limit as 𝑡 → ∞ and if 𝑉
•

 is 

uniformly continuous then 𝑉
•

→ 0  as 𝑡 → ∞ [57].  

In order to decide the stabilizing function to allow the tracking error to converge to zero, the following 

positively defined scalar Lyapunov function is determined. 

 

𝑉 =
1

2
𝑒2 → 𝑣(𝑡) ∈ 𝑅, {

 𝑉 = 0, 𝑒 = 0
 𝑉 > 0, 𝑒 ≠ 0

                      (23) 

 

If taken the derivative, 

 

𝑉
•

= 𝑒 [𝑤𝑟𝑒𝑓

•
−

1

𝐽
[
3𝑃

2
((𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞 + 𝜆𝑚𝑖𝑞) − 𝐵𝑤𝑟 − 𝑇𝐿]] = −𝑘𝑒2 + 𝑒 (𝑘𝑒 + 𝑤𝑟𝑒𝑓

•
−

3𝑃𝜆𝑚

2𝐽
𝑖𝑞 + 𝐵𝑤𝑟 +

𝑇𝐿  ) −
3𝑃

2𝐽
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞𝑒                      (24) 

 

When the following stabilizing function is defined, speed control tracking will be successful. 

 

𝑖𝑞𝑟𝑒𝑓
=

2𝐽

3𝑃𝜆𝑚
(𝑘𝑒 + 𝑤𝑟𝑒𝑓

•
+ 𝐵𝑤𝑟 + 𝑇𝐿)                      (25) 

 

𝑖𝑑𝑟𝑒𝑓
=  0                      (26) 

 

The value of the energy function is reduced to zero by obtaining the appropriate control signal that will take 

the error to zero. Accordingly, 𝑉
•

≤ 0 allows us to generate the control signal whose condition is suitable for 𝑉 > 0. 

The derivative of the energy function, including system dynamics, is as in Equation (24). The 𝑖𝑑 and 𝑖𝑞  in Equation 

(24) are our control parameters. By choosing the appropriate 𝑖𝑑𝑟𝑒𝑓
 and 𝑖𝑞𝑟𝑒𝑓

, 𝑙𝑖𝑚
𝑡→∞

𝑣(𝑡) → 0 is obtained for the energy 

function. 𝑖𝑑𝑟𝑒𝑓
= 0 can be used for PMSMs. In this case, the candidate 𝑖𝑞𝑟𝑒𝑓

 function is written as in Equation (25). 

If Equations (25) and (26) are put in Equation (24), Equation (27) is determined as follows: 

 

𝑉
•

= −𝑘𝑒2 < 0                      (27) 

 

Consequently, the control signal is asymptotically stable. 

 

DISABLING UNDEFINED RANGE OF THE DERIVATIVE 

Due to the 𝑤𝑟𝑒𝑓

•
 in the BLT speed controller unidentified situations come into question in application of step 

speed. In order to relieve the control signal from the unspecified first and second derivative of the reference speed over 

time, a second order system is applied to the step speed as shown in Figure 6. 

There are studies in the literature in which ramp [61], sinusoidal reference speed [61,62], or fixed reference 

speed [63,64] are used, the first and second derivatives of the reference speed are considered limited and this undefined 
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range is omitted [65], the derivative of the reference speed is considered zero [61], and smoothed reference speed [66] 

is used. 

 

 
 

Figure 6. Block diagram of low-pass filter applied to the reference speed. 

 

Here, for 𝐿{•} Laplace transform operator, the transfer function of the low-pass pre-filter which is designed 

to be 𝑤𝑟𝑒𝑓(𝑠) = 𝐿{𝑤𝑟𝑒𝑓(𝑡)} will be as follows: 

 

𝐺(𝑠) =
𝐾.𝑤𝑛

2

(𝑠−𝑠1)2
                      (28) 

 

If we excite Equation (28) with a step input (𝐾 = 1), 

 

𝑌(𝑆) =
𝑤𝑛

2

𝑆(𝑆2+2𝜉𝑤𝑛𝑆+𝑤𝑛
2)

                      (29) 

 

The solution of Equation (29) in the time domain varies depending on the damping factor. For the critically 

damped case (𝜉 = 1), 

 

𝑌(𝑆) =
𝑤𝑛

2

𝑆(𝑆+𝑤𝑛)2
                      (30) 

 

Solution of Equation (30) in time domain, 

 

𝑦(𝑡) = 1 − 𝑒−𝑤𝑛.𝑡(1 + 𝑤𝑛. 𝑡)                      (31) 

 

Due to the exponential term in Equation (31), the range in which the derivative is undefined had been made 

ineffective. 𝑤𝑟𝑒𝑓𝑑(𝑠) is applied to the system which is obtained by selecting  and 100 Hz for TF given in Equation 

(28), by considering the rise time of the system shown in Figure 8. In the pre-filter design, the selection of the frequency 

is determined by considering the rise time of the system so that the designed prefilter does not negatively affect the 

settling time of the system. This situation is shown in Figure 8. The response for the unit step input of the designed 

low-pass filter is shown in Figure 7. 
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Figure 7. Unit step response of G(S). 

 

This way,  𝑤𝑟𝑒𝑓

•
→ ∞ problem is solved by smoothing step speed change and the undefined state in the first 

derivative of the reference speed is eliminated. In order to compare the PI and BLT speed controllers under equal 

conditions, a smoothed speed is applied to both. 

 

SIMULATION STUDIES 

FOC simulation of PMSM is performed in MATLAB/Simulink with PI and BLT speed control techniques. 

Sampling time 1 µs and switching frequency 10 kHz are the parameters shown in the Table 2 [25]. The figures of both 

methods are shown in Figures 8 to 16. The performance of the methods in simulation studies is given in Tables from 

3 to 14. Viscous friction is neglected in this study. 

 

Table 2. PMSM Parameters 

 

Parameters Value Unit 

Moment of Inertia 0.00012 kg.m2 

Inductances (Lq=Ld) 16 mH 

Stator Winding Resistance 5.2 Ω 

Rotor Magnetic Flux 0.345 Wb 

Rated Power 1.1 kW 

Pole Number 6  

 

Three different simulation studies are conducted in order to compare PI and BLT speed controllers. These 

studies are; (1) reference speed is changed and reference torque is kept constant; (2) the reference speed is kept constant 

and the reference torque is changed; (3) the winding resistance is changed under constant reference speed and torque. 

The step function is used in all simulations and the duration is 1.5 sec. The smoothed reference signal obtained with 

the designed low-pass filter is used in step speed changes.  

Simulation – 1 is named as “Variable Speed and Constant Torque Simulation” and is represented by S1. 

Simulation – 2 is named as “Constant Speed and Variable Torque Simulation” and is represented by S2. Simulation – 

3 is named as “Constant Speed and Constant Torque Simulation” and is represented by S3. Three simulations are 
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applied separately for both the designed PI speed controller and the proposed BLT speed controller. The number of 

analyzed simulations is 6. The steady-state response of S1 and S3 is analyzed. Both the transient response and the 

steady state response of S2 are analyzed. In this study, 8 different cases are created for simulations and these are 

explained with sub-headings. 

The aim is to analyse the responses of the rotor speed that the speed controllers designed in each simulation 

will show under different conditions. These conditions are determined and applied as sudden changes in speed in S1, 

sudden changes in torque in S2, heating and partial short circuit conditions that may occur in stator windings in S3. 

Torque performance of the controllers in the first two simulations is also compared. Transient responses of PI and BLT 

speed controllers in S2 and S3 are investigated. 

In this study, the RMSE performance criterion is selected to examine the steady-state response in cases where 

speed, torque or resistance changes occur. RMSE values are calculated separately according to the time intervals of 

the changes. The ITAE performance criterion is selected to calculate the errors that occur during the simulation. Thus, 

both the transient response and the steady state response of both controllers are examined.  

Information on the purposes of these three different simulation studies, in which both speed controllers are 

used, is given in the "Case Descriptions" sub-heading. 

 

CASE DESCRIPTIONS 

Cases of S1 are Case 1 and Case 2. Cases of S2 are Case 3, Case 4, Case 5 and Case 6. Cases of S3 are Case 

7 and Case 8. In Case 1, Case 2, Case 3 and Case 4, the performances of the steady-state responses of the controllers 

are investigated. In Case 5, Case 6, Case 7 and Case 8, the performances of the transient responses of the controllers 

are examined.  

Frequently used in the literature as performance criteria settling time, overshoot, peak value and time to reach 

this value, RMSE, ITAE criteria are selected. 

 

Case 1 and Case 2 

Case 1 and Case 2 are the situation that the PI speed controller and the proposed BLT speed controller are 

used as the speed controller in S1, respectively. Steady state responses are investigated in Case 1 and Case 2.  

In S1, while reference torque is 2.8 Nm, reference speed is applied in equal time periods (0.5 s) as 100, 200 

and 150 rpm, respectively.  

The purpose of S1 is to examine and compare the performance of the controllers in sudden changes in 

reference speed. 

In S1, under constant load torque, the reference speed is changed in both directions with the step function.  

The performance criteria of the speed and torque for both speed controllers are compared. 

Case 1 and Case 2 are compared with the selected performance criteria. Table 3 and Table 4 are created with 

the results obtained. While the speed performances of the cases are given in Table 3, the torque performances of the 

cases are given in Table 4. 

 

Case 3 and Case 4 

Case 3 and Case 4 are the situation that the PI speed controller and the proposed BLT speed controller are 

used as the speed controller in S2, respectively. Steady state responses are examined in Case 3 and Case 4.  

In S2, while the reference speed is 100 rpm, the reference torque is applied as 2.8, 1.4 and 2.1 Nm in equal 

time periods (0.5 s), respectively.  

The purpose of S2 is to examine and compare the robustness of the controllers against sudden changes in 

torque. 

In S2, the reference load is changed in both directions with the step function to model the load torque 

disturbance.  

The performance criteria of the speed and torque for both speed controllers are compared similar to the Case 

1 and Case 2. 
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Case 3 and Case 4 are compared with the selected performance criteria and Table 5 and Table 6 are created 

with the results obtained. While the speed performances of the cases are given in Table 5, the torque performances of 

the cases are given in Table 6. 

 

Case 5 and Case 6 

Case 5 and Case 6 are the situation that the PI speed controller and the proposed BLT speed controller are 

used as the speed controller in S2, respectively. Transient responses are investigated in Case 5 and Case 6.  

The performance criteria of the speed for both speed controllers are compared. Fort his, response time (Res. 

T) and RMSE criteria are selected.  

Case 5 and Case 6 are compared with the selected performance criteria and Table 7 is created with the results 

obtained. 

In Table 7, transient response performances of the speed at the time of torque change are given. 

 

Case 7 and Case 8 

Case 7 and Case 8 are the situation that the PI speed controller and the proposed BLT speed controller are 

used as the speed controller in S3, respectively. Transient responses are examined in Case 7 and Case 8.  

While the temperature rise in the stator winding resistance increases the resistance, possible partial short 

circuits in the windings reduce the resistance. In the name of robustness analysis, both reference speed tracking against 

torque change and reference speed tracking against resistance changes have been obtained and compared. The 

comparison has also been made in the transient and its figures are included.  

In S3, when reference speed is 100 rpm and reference torque is 2.8 Nm, stator winding resistance is changed 

from R to 1.2R and R to 0.8R, respectively.  

The purpose of S3 is to examine and compare the robustness of the controllers against parameter uncertainty. 

In S3, the resistance is changed in both directions with the step function to model parameter uncertainty. 

The performance criteria of the speed for both speed controllers are compared. Hence, Res. T and RMSE 

crieria are selected.  

Case 7 and Case 8 are compared with the selected performance criteria and Table 8 is prepared with the results 

obtained. 

In Table 8, transient response performances of the speed at the time of winding resistance change are given. 

 

RESULTS AND DISCUSSION 

The figures comparing the reference speed and rotor speeds in the simulation studies of both techniques are as follows: 
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Figure 8. BLT speed controller speed with and without pre-filter. 

 

 
 

Figure 9. PI speed controller (Case 1) speed. 

 

 

 

Figure 10. Figure 10. BLT speed controller (Case 2) speed. 

 



Sigma Journal of Engineering and Natural Sciences, Technical Note, Vol. 41, No. 6, pp. XX-XX, 
December, 2023 

15 

 

 
 

Figure 11. PI speed controller (Case 1) torque. 

 

 

 

Figure 12. BLT speed controller (Case 2) torque. 
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Figure 13. PI speed controller (Case 3 and Case 5) speed. 

 

 
 

Figure 14. BLT speed controller (Case 4 and Case 6) speed. 

 

 

(a)                                                                       (b) 

 

Figure 15. PI speed controller simulation 3 ETSR_R (Case 7), (a) R-1.2R, (b) R-0.8R. 



Sigma Journal of Engineering and Natural Sciences, Technical Note, Vol. 41, No. 6, pp. XX-XX, 
December, 2023 

17 

 

 

 
(a)                                                                       (b) 

 

Figure 16. BLT speed controller simulation 3 ETSR_R (Case 8), (a) R-1.2R, (b) R-0.8R. 

 

The tables with the comparisons which are applied for the performance criteria indicated in the simulation 

studies of both techniques are given below. 

 

 

 

 

 

Table 3. Performance criteria for S1: Speed Performances 

 

PC SSV_CT – Speed Performances 

PI (Case 1) BLT (Case 2) 

Ranges 

(s) 

(0 – 0.5) (0.5 – 1) (1 – 1.5) (0 – 0.5) (0.5 – 1) (1 – 1.5) 

ST(ms) 14 15 15 -- -- -- 

OS.(%) 21.948 -- -- -- -- -- 

Peak 121.948 -- -- -- -- -- 

PT(ms) 6.8 -- -- -- -- -- 

RT(ms) -- -- -- -- -- -- 

RMSE  0.0832 0.0964 0.0953 0.0017 0.0017 0.0017 

ITAE 0.1246 0.0019 

 

Table 4. Performance criteria for S1: Torque Performances 

 

PC SSV_CT – Torque Performances 

PI (Case 1) BLT (Case 2) 

Ranges 

(s) 

(0 – 0.5) (0.5 – 1) (1 – 1.5) (0 – 0.5) (0.5 – 1) (1 – 1.5) 

ST(ms) 12 12 10 10 10 10 

OS.(%) 21.428 13.382 -- 11.428 11.428 -- 

Peak 3.4 3.1747 -- 3.12 3.12 -- 

PT(ms) 1.5-5.7 2.5 -- 0.15-3.4 1-2.8 -- 

RT(ms) -- -- -- -- -- -- 

RMSE  0.0187 0.0229 0.0212 0.0097 0.0093 0.0093 

ITAE 0.0205 0.0067 

 

Table 5. Performance criteria for S2: Speed Performances 

 

PC SCV_ST – Speed Performances 

PI (Case 3) BLT (Case 4) 
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Ranges 

(s) 

(0 – 0.5) (0.5 – 1) (1 – 1.5) (0 – 0.5) (0.5 – 1) (1 – 1.5) 

ST(ms) 14 14 14 -- 5.39 1.59 

OS.(%) 21.948 52.01 -- -- 2.844 0.6708 

Peak 121.948 152.01 -- -- 102.844 100.6708 

PT(ms) 6.8 1.167 -- -- 0.1 0.1 

RT(ms) -- -- -- -- -- -- 

RMSE  0.0832 0.1004 0.1017 0.0017 0.0017 0.0016 

ITAE 0.2263 0.0037 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Performance criteria for S2: Torque Performances 

 

PC SCV_ST – Torque Performances 

PI (Case 3) BLT (Case 4) 

Ranges 

(s) 

(0 – 0.5) (0.5 – 1) (1 – 1.5) (0 – 0.5) (0.5 – 1) (1 – 1.5) 

ST(ms) 12 7.3 7.3 10 5.39 1.59 

OS.(%) 21.428 -- 7.613 11.428 96.46 32.126 

Peak 3.4 -- 2.25988 3.12 2.7505 2.77465 

PT(ms) 1.5-5.7 -- 2 – 2.75 0.15-3.4 0.22 0.05 

RT(ms) 0.7687 -- -- 0.0902 -- -- 

RMSE  0.0187 0.0168 0.0181 0.0097 0.0097 0.0096 

ITAE 0.0173 0.0070 

 

Table 7. Performance criteria for S2: ETSR_T Performances 

 

 Error of transient response of the speed at the time of torque change 

in S2 

PI (Case 5) BLT(Case 6) 

CS 2.8Nm→1.4Nm 1.4Nm→2.1Nm 2.8Nm→1.4Nm 1.4Nm→2.1Nm 

C. Time 0.5 1.0 0.5 1.0 

Res.T(ms) 14 14 5.39 1.59 

RMSE 19.0685 9.5167 1.0494 0.2860 

 

Table 8. Performance criteria for S3: ETSR_R Performances 

 

 Error of transient response of the speed at the time of 

winding resistance change in S3 

PI (Case 7) BLT (Case 8) 

CS R→1.2R R→0.8R R→1.2R R→0.8R 

C. Time 0.1 0.2 0.1 0.2 

Res.T(ms) 1.7 1.35 0.55 0.55 
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RMSE 0.3035 0.3627 0.1683 0.1328 

 

A large number of performance criteria are used to compare the performance of PI and BLT controllers. 

If there is a reduction in the values indicated by these criteria for different controllers, this means that it is a 

performance improvement. 

If there is a reduction in the value obtained for the performance criteria with the change of only the controller 

under the same conditions, this indicates that the used controller performs better. 

The results obtained according to the performance criteria selected for all cases of all simulations are given 

in Table 3 to Table 8. 

The improvement in controller performance is defined as the % reduction in performance criteria used in 

Tables 3 to 8. 

Table 9 is created to see the improvement in speed performance when using BLT speed controller (Case 2) 

instead of PI speed controller (Case 1) in S1. For this, the data in Table 3 is analyzed. 

Table 10 is prepared to see the improvement in torque performance as using BLT speed controller (Case 2) 

instead of PI speed controller (Case 1) in S1. For this, the data in Table 4 is analyzed. 

Table 11 is created to see the improvement in speed performance when using BLT speed controller (Case 4) 

instead of PI speed controller (Case 3) in S1. For this, the data in Table 5 is analyzed. 

Table 12 is prepared to see the improvement in torque performance as using BLT speed controller (Case 4) 

instead of PI speed controller (Case 3) in S1. For this, the data in Table 6 is analyzed. 

Table 13 is created to see the improvement in transient response performances of the speed at the time of 

torque change when using BLT speed controller (Case 6) instead of PI speed controller (Case 5) in S2. For this, the 

data in Table 7 is analyzed. 

Table 14 is prepared to see the improvement in transient response performances of the speed at the time of 

winding resistance change as using BLT speed controller (Case 8) is used instead of PI speed controller (Case 7) in 

S3. For this, the data in Table 8 are analyzed. 

For any performance criterion, if a value is obtained for the criterion when a PI controller is used, but a value 

is not obtained for the criterion when a BLT controller is used, the reduction used in the meaning of maximum 

improvement for the performance criterion is shown as 100%. In the reverse case, -100% is used. In the absence of 

data for both controllers, no data is written. If there is no improvement when using the BLT speed controller, the 

reduction is given a negative value. 

 

Table 9. Performance Improvement According to Table 3 

 

PC S1 Speed Performance Improvement (%Reduction) 

Ranges (0 – 0.5)s (0.5 – 1)s (1 – 1.5)s 

ST %100 %100 %100 

OS %100 -- -- 

Peak %100 -- -- 

PT %100 -- -- 

RMSE %97.9567 %98.2365 %98.2162 

ITAE %98.4751 

 

Table 10. Performance Improvement According to Table 4 

 

PC S1 Torque Performance Improvement (%Reduction) 

Ranges (0 – 0.5)s (0.5 – 1)s (1 – 1.5)s 

ST %16.6667 %16.6667 %0 

OS %46.6679 %14.6017 -- 

Peak %8.2353 %1.7230 -- 

PT %50.6944 %24 -- 
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RMSE %48.1283 %59.3886 %56.1321 

ITAE %67.3171 

 

Table 11. Performance Improvement According to Table 5 

 

PC S2 Speed Performance Improvement (%Reduction) 

Ranges (0 – 0.5)s (0.5 – 1)s (1 – 1.5)s 

Ranges %100 %61.5 %88.6429 

ST %100 %94.5318 -%100 

OS %100 %94.5318 -%100 

Peak %100 %91.4310 -%100 

PT %97.9567 %98.3068 %98.4267 

RMSE %98.3650 

 

 

 

 

 

 

 

Table 12. Performance Improvement According to Table 6 

 

PC S2 Torque Performance Improvement (%Reduction) 

Ranges (0 – 0.5)s (0.5 – 1)s (1 – 1.5)s 

ST %16.6667 %26.1644 %78.2192 

OS %46.6679 -%100 -%321.9887 

Peak %8.2353 -%100 -%22.7786 

PT %50.6944 -%100 %97.8947 

RMSE %48.1283 %42.2619 %46.9613 

ITAE %59.5376 

 

Table 13. Performance Improvement According to Table 7 

 

PC S2 Transient Speed Response Performance Improvement (%Reduction) 

C. Time 0.5 s 1 s 

Res.T(ms) %61.5 %88.6429 

RMSE %94.4967 %96.9948 

 

Table 14. Performance Improvement According to Table 8 

 

P.C. S3 Transient Speed Response Performance Improvement (%Reduction) 

C. Time 0.1 s 0.2 s 

Res.T(ms) %67.6471 %59.2593 

RMSE %44.5470 %63.3857 

 

When Figure 9 of the Case 1 and Figure 10 of the Case 2 are investigated, it is seen that the BLT speed 

controller has better speed performance in transient response and in steady state response.  

If Figure 11 of the Case 1 and Figure 12 of the Case 2 are examined, it is determined that the BLT speed 

controller has better torque performance in transient response and in steady state response. 
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When Figure 13 of the Case 3 and Case 5, and Figure 14 of the Case 4 and Case 6 are investigated, it is seen 

that the BLT speed controller has better speed performance in transient response (Case 5 and Case 6) and in steady 

state response (Case 3 and Case 4). 

If Figure 15 of the Case 7 and Figure 16 of the Case 8 are examined, it is found out that the BLT speed 

controller has better speed performance, becomes steady state in a shorter time and reaches the reference speed more 

rapidly.  

When Table 3 of the Case 1 and Case 2 are investigated, in which the speed performances of the controllers 

is compared, it is seen that the BLT speed controller followed the smoothed reference speed perfectly without any 

overshoot, and has much better RMSE and ITAE values. 

If Table 4 of the Case 1 and Case 2 are examined, in which the torque performances of the controllers is 

compared, it is determined that the BLT speed controller has a better settling time value, although the settling time of 

the controllers are close to each other, and the BLT speed controller has better values in other performance criteria 

including RMSE and ITAE. 

When Table 5 of the Case 3 and Case 4 are investigated, in which the speed performances of the controllers 

is compared, it is found out that the BLT speed controller followed the smoothed reference speed almost perfectly with 

little overshoot and settling time, and has better RMSE and ITAE values. 

If Table 6 of the Case 3 and Case 4 are examined, in which the torque performances of the controllers is 

compared, It is seen that the BLT speed controller has better values in all performance criteria except the percent 

overshoot and peak values in the 2nd and 3rd time intervals. 

When Table 7, which compares the speed performances of Case 5 and Case 6 in the transient regime, is 

investigated, it is seen that the BLT speed controller has a much shorter Res. T and RMSE value. In other words, it is 

determined that the BLT speed controller is a more robust controller against sudden changes in torque. 

If Table 8, which compares the speed performances of Case 7 and Case 8 in the transient regime, is examined, 

it is found out that the BLT speed controller has a shorter Res. T and RMSE value. In other words, it is determined 

that the BLT speed controller is a more robust controller against sudden changes in winding resistance. 

The performance improvement achieved by using the proposed BLT controller is shown in Tables 9 to 14. 

When the data in the tables are investigated in case of a change in speed, torque and winding resistance, it is seen that 

the proposed BLT speed controller outperforms the PI speed controller designed with pole assignment method. This 

outperformance is seen in all cases for the RMSE and ITAE values. There are some disadvantages of the proposed 

BLT controller. The first of these is the minor increase the values of the overshoot, peak and peak time of the speed 

that occurs when the torque changes from 1.4 Nm to 2.1 Nm, as shown at Table 11. The second of these is the increase 

the values of the overshoot and peak of the torque that occurs when the torque changes from 1.4 Nm to 2.1 Nm, as 

shown at Table 12. And the last one is the increase the values of the overshoot, peak and peak time of the torque that 

occurs when the torque changes from 2.8 Nm to 1.4 Nm, as shown at Table 12. Since main focus of this study is the 

minimization of PMSM steady-state speed error, it is determined that these disadvantages do not prevent reaching this 

aim. There is no change in the value of the settling time of the torque that occurs when the speed changes from 200 

rpm to 150 rpm, as shown at Table 10. In all other situations where data is available, it is found out that performance 

criteria are improved by using the proposed BLT controller.  

The outcomes of the simulations show that the proposed BLT controller has better performance in transient 

response and steady state response than PI controller. 

The PI controller has not performed more satisfactorily than the proposed BLT controller at the overshoot 

during the transient response.  

The results of the S1 show that the speed and torque performances of the proposed BLT controller are better 

than the PI controller. 

The outcomes of S1 and S2 show that the RMSE values of the speed performance of the proposed BLT 

controller are not affected by the speed and torque changes. In addition, it is determined that the RMSE values of 

torque performance are not affected by the changes. 

In all cases, it is found out that the proposed BLT controller has a rapid transient response and reaches steady 

state in a shorter time. This shows the robustness of the proposed BLT controller in all simulations where speed, torque 
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and winding resistance change respectively for the robustness test. In other words, the proposed BLT controller 

performs better against load torque disturbance and parameter uncertainty.  

 

CONCLUSION 

In the study, BLT speed controller which produces a control signal using derivative of the reference speed, so 

as not to be affected by step changes of the reference speed is designed. It can be seen from the simulation results that 

the designed pre-filter provides two features. The first of these features is to prevent spike in the control signal during 

the step change of reference speed; The second is that it allows steady state errors to drop to zero. 

In addition, it is seen from the results that the proposed BLT controller is a more robust controller compared 

to the PI controller designed with the pole assignment method, since it has an energy function that penalizes the speed 

error.  

It is considered to carry out sensorless control studies with the controllers used as a future work. 

 

NOMENCLATURE 

𝑉𝑑 , 𝑉𝑞  d-q axes voltages 

𝑖𝑑 , 𝑖𝑞   d-q axes (frame of reference) currents 

𝜆𝑑 , 𝜆𝑞  d-q axes (frame of reference) fluxs 

𝜆𝑚  Permanent magnet flux 

𝐿𝑑 , 𝐿𝑞  d-q axes (frame of reference) stator inductances 

𝑤  Electrical angular speed (inverter frequency) 

𝑤𝑟  Mechanical angular speed 

𝜃  Rotor position 

𝑅  Stator resistance 

𝑃  Number of pole pairs 

𝑝  Derivative operator 

𝑇𝑒  Electromagnetic torque 

𝑇𝐿   Load torque 

𝐵  Friction coefficient 

𝐽  Inertia of the motor 

�⃗�   SVPWM voltage vector 

𝑣𝛼 , 𝑣𝛽  Reference voltage vector components of α-β frame 

𝑖𝛼 , 𝑖𝛽  Reference currents of α-β frame 

𝑉𝑎 , 𝑉𝑏 , 𝑉𝑐  Inverter terminal voltages 

𝑉𝑑𝑐  Inverter supply voltage 

�⃗� 𝑘  k sector space vector 

�⃗� 𝑘+1  k+1 sector space vector 

�⃗� 𝑟𝑒𝑓   Average space vector 

𝑇𝑠  Switching period 

𝑇𝑘  Half of the �⃗� 𝑘  run time 

𝑇𝑘+1  Half of the �⃗� 𝑘+1  run time 

𝑇0  Half of the zero state time 

𝜔  Frequency of the desired phase voltage in SVPWM 

𝑖 𝑠  Stator complex current vector 

𝑖 𝑎, 𝑖 𝑏 , 𝑖 𝑐  Stator phase current vectors 

𝑖 𝑠  Complex stator current vector 

𝛼, 𝛼2  Spatial operators 

𝑤𝑐  Corner frequency 
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𝑘𝑝  Proportion gain coefficient 

𝑘𝑖  Integral gain coefficient 

𝑘𝑡  Torque Constant 

𝜉  Damping ratio 

𝑤𝑛  Underdumped natural frequency 

 𝑤0  Natural frequency of second order system 

 𝑒  Speed error (Trajectory tracking error) 

 𝑒
•
  First derivative of speed error 

 𝑤𝑟𝑒𝑓   Reference speed 

 𝑤𝑟𝑒𝑓

•
  First derivative of reference speed  

 𝑉  Lyapunov function 

 𝑉
•

  First derivative of Lyapunov function 

𝑘  Positive closed loop feedback constant 

𝑖𝑑𝑟𝑒𝑓
, 𝑖𝑞𝑟𝑒𝑓

 𝑖𝑑 , 𝑖𝑞reference currents 

 𝐾  Smoothing system gain 

 

 

Abbreviations Used in Tables 

S1  Simulation 1 

S2  Simulation 2 

S3  Simulation 3 

PC  Performance Criteria 

ST  Settling Time 

OS  Overshoot (%) 

PT  Peak time (ms) 

RMSE  Root Mean Squared Error 

ITAE  Integral of Time weighted Absolute Error  

CS  Change of state 

C.Time  Change Time 

Res.T  Response Time 

ETSR_T Error of transient speed response at torque change 

ETSR_R Error of transient speed response at winding resistance change 

SSV_CT Smoothed Step Velocity Constant Torque 

SCV_ST  Smoothed Constant Velocity Step Torque 
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