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ABSTRACT

Hajj is an annual Islamic pilgrimage to Mecca, Saudi Arabia. It is performed on certain dates 
of the lunar year. The Saudi government sets quotas for various countries to keep the pilgrims’ 
number at a manageable level. While some countries maintain waiting lists and evaluate ap-
plications on a first-come-first-served basis, others conduct draws to determine who will be 
admitted to the journey. Türkiye is one of the latter, where candidates’ odds are, in a sense, 
proportional to the square of the number of years they have been waiting for, or to be more 
accurate, to the square of the number of times they made an application. This policy, which is 
called “katsayılı kura sistemi” in Turkish, is adopted by countries like Bosnia and Herzegovina 
and Belgium as well. The sampling process described above is referred to as “weighted random 
sampling without replacement with defined weights” (WRS) in the literature. The purpose of 
this paper is to investigate the inclusion probabilities in WRS for which no efficient method 
exists. First, we take up an analytical approach and derive theoretical lower and upper bounds 
on the inclusion probabilities. Second, for situations where these bounds are not as tight as 
desired, we propose an estimation procedure by simulation. The simulation design is based on 
an ingenious idea from computer science. We apply our results to estimate applicants’ chances 
in Türkiye’s last hajj draw before the COVID-19 pandemic. It turns out that one who partici-
pates in the draws for the first time has a chance in between 0.12% and 0.13%; similar bounds 
for one who participates for the eleventh time (for one with the largest number of applications) 
are 13.22% and 14.16%. These bounds actually rely on a conjecture relating WRS to a more 
general problem for which we provide a supportive example.
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INTRODUCTION

Suppose N items are partitioned into a number of 
groups. Let us denote the size and the weight of group i by 
ni ∈ ℕ and wi > 0, respectively. We study the sampling 

process of randomly choosing n items in this fashion: in 
each round one of the groups is selected at random to 
include in the sample all items in that group, and the chance 
of selecting a group equals its weight divided by the yet 
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unselected groups’ total weight. The particular situation 
where each group is a singleton, namely a set with only one 
item, is called “weighted random sampling without replace-
ment with defined weights” by Efraimidis [1]. We shorten 
this as WRS, and the general case, which we shall refer to 
as “weighted random sampling of groups without replace-
ment with defined weights”, will be abbreviated to WRSG. 
Let pi stand for the probability that group i is included in 
the sample. Even for WRS no efficient method is known to 
exist to calculate pi exactly [1]. The purpose of this paper 
is to investigate these inclusion probabilities. Our incentive 
stems from a real-world application about hajj draws con-
ducted every year by some countries.

Research on unequal probability sampling, unlike the 
subject matter of this paper, mainly focuses on devising 
sampling designs. Indeed, the primary objective in sam-
pling is to estimate some unknown population parameter, 
and the choice of sampling design is important since it 
determines the properties of the estimator used [2]. In this 
context, the pi are commonly denoted πi and called first-or-
der inclusion probabilities. These are usually prescribed 
beforehand for all items such that the relevant estimator has 
desirable properties [3].

Hansen and Hurwitz [4] were the first to suggest the use 
of unequal probabilities in sampling. Yates and Grundy [5] 
discuss the so-called Yates-Grundy draw-by-draw proce-
dure. They explicitly give the probability of obtaining a spe-
cific sample when the sample size is two. Fellegi [6], in his 
doctoral thesis, carefully distinguishes between the “direct 
problem” and the “reverse problem” associated with sam-
pling without replacement from a finite population. Rao 
[7] develops an asymptotic theory thereon. Brewer [8] pro-
poses a simple procedure for sampling without replacement 
where the probability of inclusion is strictly proportional to 
size. Hanif and Brewer [9] present a comprehensive review 
on sampling with unequal probabilities without replace-
ment. They list 50 selection procedures along with their 
properties and principal reference. These procedures are 
described in detail in their book [10]. Li [11] introduces 
an efficient computer implementation of the Yates-Grundy 
draw-by-draw procedure. This is also discussed by Gelman 
and Meng [12]. Tille [13] gives a precise definition of 
draw-by-draw algorithms. Yu [14] obtains some compari-
son results for the inclusion probabilities in some unequal 
probability sampling plans without replacement.

More recently, Tille [15] examines the modern devel-
opment of the theory and foundations of survey sampling. 
Stamatelatos and Efraimidis [16] view growing preferential 
attachment models as an application of unequal probabil-
ity random sampling. Dumelle et al. [17] compare design-
based and model-based approaches for finite population 
spatial sampling and inference. Chauvet [18] and Aubry 
[19] attract attention to certain issues about a sampling 
design that is used in popular commercial statistical pack-
ages. Tille [20] provides remarks on some misconceptions 
about unequal probability sampling without replacement.

Weighted random sampling has attracted the attention 
of computer scientists as well. However, their concern is to 
develop, under various circumstances, efficient algorithms 
that actually generate the sample in question. For WRS, 
Efraimidis and Spirakis [21] present such an algorithm, 
which yields a sample in one pass over the entire population.

Here is an outline of the paper: in Section 2, we make 
a conjecture that relates WRSG to WRS. In Section 3, for 
the inclusion probabilities in WRS, we derive theoretical 
lower and upper bounds, and discuss how simulation can 
be used for estimation. In Section 4, we apply our results to 
Türkiye’s 2020 hajj draw. Finally, in Section 5, we conclude 
with some future research opportunities.

A Conjecture Relating WRSG to WRS
Suppose that two groups j, k unite to form a new group 

l with and  nl := nj + nk and wl := (njwj + nkwk)/(nj + nk). 
Thus, wl is the weighted average of the component weights. 
This operation decreases the number of groups by 1, and 
changes the inclusion probabilities of all groups in question. 
We conjecture that, for non-uniting groups, the change in 
inclusion probabilities is asymptotically zero.

Conjecture. Let p'i be the inclusion probability of group 
i after two groups other than i unite. For fixed n/N, the 
probability p'i tends to pi in the limit N → ∞.

We cannot prove this conjecture for the time being, but 
we will provide a supportive example. Assume all groups 
have size 1 and all weights are 1. Let p' be the inclusion prob-
ability of a group after two other groups unite to form a new 
group of size 2. We shall compute q' := 1 − p'. The exclusion 
probability given that the new group is not included in the 
sample is

  
(1)

Note that the last factor’s denominator is N − n − 1 
rather than N − n since in the final round the new group is 
automatically discarded as its size exceeds remaining capac-
ity. The exclusion probability given that the new group is 
included in the sample is, by conditioning on the round it 
is selected,

  (2)

Summing up (1) and (2) we get, after simplification,

  (3)

Thus, for fixed n/N, we have , 
implying  as desired.

If the conjecture is correct, then by decomposing groups 
other than i into singletons, we obtain almost a WRS with 
pi approximately equal to the original inclusion probability 
of group i (decomposition yields an exact WRS if ni = 1). 
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In other words, inclusion probability calculation in WRSG 
essentially reduces to that in WRS. Therefore, in the sequel, 
we examine the inclusion probabilities for WRS rather 
than for WRSG. As a consequence, we do not distinguish 
between items and groups from this point on.

Lower and Upper Bounds on Inclusion Probabilities
As specified above, we consider WRS, namely the pro-

cedure of randomly selecting n out of N items without 
replacement, where items have associated weights so that 
in each round the probability of selecting an item equals 
its weight divided by the yet unselected items’ total weight.

Let  qi := 1 − pi. Thus, qi is the exclusion probability for 
item i. Let Yt represent the index selected in round t (1 ≤ t ≤ 
n). These are dependent random variables with support N 
:= {1,2,…,N}. Let N(i) := N\{i} for short. Then

  
(4)

Let wj be the weight of item j (1 ≤ j ≤ N). We denote the 
sum of all weights by . For n = 1, we have  qi 
= 1 − P(Y1 = i) = 1 − wi/W. For n = 2, conditioning Y2 on Y1,

  

(5)

where N(i,j) := N\{i,j}. Similarly, for n = 3, conditioning 
Y2 on Y1, and Y3 on Y2 and Y1,

  

(6)

where N(i,j,k) := N\{i,j,k}. This formula is straightfor-
ward to generalize for arbitrary n [22]. Although it provides 
a means of computing qi exactly, the number of operations 
is of order Nn, making it useless for large parameter val-
ues. However, the formula can be used to obtain lower and 
upper bounds on qi.

Theorem 1. Let at and bt denote the sums of respec-
tively the smallest and the largest t weights other than wi, 
and let a0 and b0 be defined as zero. Then

  
(7)

Proof. Suppose without loss of generality that weights 
are in increasing order, namely w1 ≤ … ≤ wn. Then w1 ≤ 
wj ≤ wN for any j so that P(Y2 ∈ N(i) ∣ Y1 = j) = 1 − P(Y2 
= i ∣ Y1 = j) = 1 − wi/(W − wj) is greater than or equal to 

1 − wi/(W − wN) and less than or equal to 1 − wi/(W − w1).. 
Consequently, for n = 2,

  
(8)

that is,

  
(9)

Similarly P(Y3 ∈ N(i) ∣ Y2 = k, Y1 = j) = 1 − P(Y3 = i ∣ Y2 
= k, Y1 = j) = 1 − wi/(W − wk − wj),  is greater than or equal 
to 1 − wi/(W − wN − wN−1) and less than or equal to 1 − wi/
(W − w1 − w2). Hence, for n = 3,

  

(10)

implying

  

(11)

The statement can be proved with the same reasoning 
by mathematical induction on n. ∎

As a consequence of Theorem 1,

  
(12)

Since 1 − wi/(W − at) and 1 − wi/(W − bt) are both 
decreasing sequences of t, the inequalities

  
(13)

and

  (13)

also follow from Theorem 1.
If many items possess the same weight, then inclusion 

probabilities can also be estimated via simulation by using 
an efficient algorithm of Efraimidis and Spirakis [21]. Let 
mi be the total number of items in the population with 
weight wi, and suppose that in the sample generated by the 
Algorithm below there are xi such items. Then xi/mi. is a 
point estimate for pi. Generating sufficiently many samples, 
one can also construct a confidence interval.

Algorithm (Efraimidis and Spirakis [21]).
1. For each item i, generate a uniform random variable ui 

in (0,1) and define .
2. Select the n items with the largest ki.
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That the Algorithm above yields samples according to 
WRS rests upon a proposition of Efraimidis and Spirakis 
[21], given here as Theorem 2. Indeed, for α = 2, Theorem 
2 says

  
(14)

Left-hand side is the probability that the descending 
order of the Ki is KN, KN-1,…, K2, K1; right-hand side is the 
probability that WRS, when n = N, yields the permutation 
(N, N - 1,…, 2, 1). In fact, the foregoing relation holds for 
any permutation of 1,…, N. Hence, the probability that 
WRS yields the sample {i1, …, in} is equal to the probability 
that the set  {ki1, …, kin} is composed of the largest n num-
bers among the ki.

Theorem 2 (Efraimidis and Spirakis [21]). Let Ui be 
independent uniform random variables in (0,1). For wi > 0, 
let . Then, for any α ∈ [0,1],

  
(15)

Proof. The density function of  Ki  is . 
The proof proceeds by mathematical induction on N, using 
the equality

  (16)

Application to Hajj Draws
The Saudi government sets hajj quotas for countries 

to keep the pilgrims’ number at a manageable level. Some 
countries maintain waiting lists and evaluate applications 
on a first-come-first-served basis, while others conduct 
draws to determine who will be admitted to the journey. 
Türkiye is one of the latter, where candidates’ odds are pro-
portional to the square of the number of times they made 
an application [23]. More precisely, in each round of a 
draw, someone applying for the second time is four times 
as likely to be selected as one who applies for the first time, 
someone applying for the third time is nine times as likely, 
and so on. This policy, which is known as “katsayılı kura 
sistemi” in Turkish, is adopted by countries like Bosnia and 
Herzegovina and Belgium as well. We shall estimate a can-
didate’s chance given the number of applications he or she 
has made. This is a crucial piece of information for appli-
cants as well as policymakers.

The sampling process described above is an example 
of WRS. However, in reality, the situation is more complex 
since people usually apply as a group as they want to perform 
hajj together with one or more of their relatives. Weights 
associated to such groups are the average of the individ-
ual weights, in compliance with the definition in Section 
2. Therefore, Türkiye’s hajj draws are actually examples of 

WRSG. Nevertheless, assuming the conjecture in Section 
2, we shall proceed as if we have a WRS. Subsequent results 
must be interpreted accordingly.

Let N and n denote the total number of applicants and 
the quota; c the maximum number of applications; wu, ru, 
and mu the weight, the ratio, and the number of applicants 
with u applications (1 ≤ u ≤ c). Consequently, wu = u2 and 
mu = Nru. The question is to calculate a particular appli-
cant’s chance (inclusion probability) pu given that he or she 
has made u applications.

We note that weighted random sampling without 
replacement, in this context, is also related to a general-
ization of the hypergeometric distribution. Let Xu be the 
random variable representing the number of people in the 
sample with u applications. The joint distribution of the 
Xu is referred to as the multivariate Wallenius’ noncentral 
hypergeometric distribution [24]. Then each pu above can 
be seen as a marginal probability associated with an addi-
tional singleton to be extracted from the related set of can-
didates. Nevertheless, calculation of pu this way is tractable 
only for very small values of n.

For 2020’s hajj draw in Türkiye, N = 2,298,800 and n 
= 83,430. This means that over two million Turks declare 
their intention to perform hajj, whereas the quota is about 
eighty thousand. We have c = 11; in other words, there is 
no applicant with 12 or more applications. This is a con-
sequence of a previous decree by the Turkish government 
that led to the admission of a certain group of candidates 
who had been waiting for too long. The ratios ru, up to two 
decimal points, as well as the numbers mu = Nru rounded to 
nearest integers are given in Table 1. We adjusted m1 so that 
the group sizes add up to N.

Lower and upper bounds on pu provided by (12) are 
denoted  and , and given in the second and third col-
umns of Table 2. Values are rounded to four decimal points 

Table 1. Ratio and number of people with u applications in 
Türkiye’s 2020 hajj draw

u ru (%) mu

1 7.59 174,480
2 7.73 177,697
3 12.97 298,154
4 13.87 318,844
5 22.75 522,977
6 9.60 220,685
7 8.30 190,800
8 8.21 188,731
9 4.25 97,699
10 2.02 46,436
11 2.71 62,297
Total 100 2,298,800
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and expressed as percentages. Also we implemented the 
Algorithm in Section 3 in R, and ran 100 replications. On 
a PC with Intel(R) Core(TM) i7-4790 CPU (3.60 GHz) and 
8 GB RAM, each replication takes less than half a second. 
Point estimates  and 99% confidence intervals are given in 
the fourth and fifth columns of Table 2. Values are rounded 
to five decimal points and expressed as percentages.

Table 2 shows that one who takes part in the draws for 
the first time has a chance in between 0.12% and 0.13%; a 
point estimate for p1 is 0.120%, and with 99% probability p1 
∈ (0.118%,0.123%). Clearly, in this case, the left endpoint 
of the confidence interval can be replaced with the theoret-
ical lower bound 0.12%. Bounds and point estimates for pu 
gradually increase with respect to u. Lastly, one who partic-
ipates for the eleventh time has a chance in between 13.22% 
and 14.16%; a point estimate for p11 is 13.623%, and with 
99% probability  p11 ∈ (13.587%,13.660%).

CONCLUSION

Every year Türkiye conducts a draw to determine the 
citizens that will be admitted to hajj. Candidates’ odds are 
proportional to the square of the number of times they 
made an application. This policy is called “katsayılı kura 
sistemi” in Turkish. Abstraction of this sampling procedure 
is known as “weighted random sampling without replace-
ment with defined weights” (WRS) in the literature. In this 
paper, we investigated the inclusion probabilities in WRS 
for which no efficient method exists. More precisely, we 
derived lower and upper bounds on inclusion probabili-
ties in terms of item weights. As an application thereof, we 
estimated applicants’ chances in Türkiye’s 2020 hajj draw. 
The computational study shows that one who takes part 
in the draws for the first time has a probability in between 
0.12% and 0.13%; similar bounds for one who takes part 
for the eleventh time (for one with the largest number of 

applications) are 13.22% and 14.16%. These results are sup-
ported with point estimates based on one-pass simulation 
experiments that yield very tight confidence intervals. Our 
findings depend on a conjecture for which we give a confir-
mational example.

It would be of interest for future research to investi-
gate the problem of inclusion probability calculation from 
a computational complexity point of view, and to find, if 
possible, point estimates that do not rely on simulation. It 
is also worthwhile to prove the conjecture stated in Section 
2, relating “weighted random sampling of groups without 
replacement with defined weights” (WRSG) to WRS.
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