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ABSTRACT

A platform for computation and communication is planned to support real time multimedia 
communication system architecture (MCSA) model for Internet of Things (IoT) applica-
tion. In the current scenario, reducing the chip area plays an important role in chip design, 
where lower power consumption becomes significant consideration. We applied a Dynamic 
Partial Reconfiguration (DPR) to design a processor peripheral model, achieving area re-
duction and power efficiency. Furthermore, the Audio Communication System Architec-
ture (ACSA) filter design plays an important role in multimedia systems, demonstrating 
greater feasibility in hardware implementation. The objective of the paper is to design flex-
ible system for different application areas with the use of partial reconfiguration technique. 
This allows for enhanced application performance. Utilizing the Design Rule Check (DRC), 
we achieve high level design on Xilinx platform. In this work, we compared Audio Mutime-
dia Architecture ACSA design with and without DPR with area and power. Our work has 
given better performance with respect to area reduction and low power consumption with 
respected to existing methods.
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INTRODUCTION

Introduction to FPGA adapts on-the-fly configura-
tion. The main characteristic is that the processor designed 
provides flexibility and performance that can adapt to the 
hardware application. The Partial Reconfiguration (PR) 
offers benefits for multiple applications which support 
industries [1,2]. The modules that are used for applications 
are pre-synthesized. Reconfigurable hardware is an aspect 
of FPGA interest in IoT to be feature-proof without any 
hardware modification [3,4]. FPGA properties are required 

for interfacing with the Internal Configuration Access 
Port, Program Memory, hyper-terminal, which interfaces 
with PC. The ML401 FPGA includes processors, tri-mode 
Ethernet MACs, and a serial transceiver of 6.5Gb/s. IoT 
connects the physical objects with an IP address. It inter-
acts, and data are stored in the cloud, or it interacts with 
another connected device around the world. Machine-to-
Machine data gathered from IoT devices can be beneficial 
in system monitoring and control to a maximum extent. It 
provides a reconfigurable platform that delivers functional 
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and implementation modules for IoT. There are many 
applications, for example, audio processing, image pro-
cessing, high-performance computation, and speech rec-
ognition. For digital signal processing these days, FPGA 
[5] platforms are accessed more often. In the execution of 
these applications in hardware, utilizing coprocessors is a 
rigorous characteristic feature. The disadvantage of the sys-
tem arrangement is that here the coprocessors are complex 
and are surrounded by existing resources in the appliance. 
The coprocessors that are present on the chip but are not 
frequently used. The idleness prevents it from giving the 
ultimate performance [6,7]. This can be overcome by the 
utilization of the DPR technique as it provides reconfigu-
rable hardware designs for high-performance processing. 
FPGA platforms are designed for facilitating parallel sys-
tems which provide a basis for adaptive, scalable, and simul-
taneous computing. The architecture is also admissible for 
real-time system structure in the area of audio and video 
advancing [8,9]. The design can provide flexibility and 
deals with minimum latency and maximum performance 
[10,11]. The power utilization is measured as one of the key 
challenges for FPGA System on Chip (SoC) [12]. Another 
disadvantage is that the video processing and audio pro-
cessing performance is becoming very rigid nowadays 
with the use of smart devices. The multimedia application 
is demanding an increase in the number of functional-
ities in the device. The SoC provides the best application 
to the electronic industry in the case of hardware [13]. If 
the module can be reconfigured without dropping a frame 
and lower the area, then it can boost the competitive market 
[14-16]. 

FPGA offers a chance to investigate the difficulties and 
possibilities that it will provide in real-world applications 
covered in one of the fascinating areas of research [1,6]. 
By multiplexing hardware in time, reconfiguration still 
primarily aims to emulate infinite resources. Performance 
management, however, is also processed or has its process-
ing unit reduced as necessary. Although electricity wasn’t 
a big issue at the time, researchers found that performance 
management techniques can also be utilized to control 
power usage. Utilizing dynamic reconfiguration helps con-
serve energy. This is done by altering the search regions in 
accordance with frame-to-frame statistics, which in some 
situations can reduce computation and hence power con-
sumption. Repurposing unused areas of the reconfigurable 
device to implement local memory was another method 
for lowering power-intensive off-chip communications 
[3,9,15]. The key justification was that the open bitstream 
format made it possible to reverse engineer the IP-Core, 
a type of exclusive hardware. After a few months, Xilinx 
unveiled the Virtex device family, which had features quite 
identical to those previously mentioned, with the excep-
tion of the targeted and safe reconfiguration functional-
ities. FPGA was developed to guarantee improved design 
parameters and functional flexibility. Choosing which con-
figurations should stay on the chip and which ones should 

be replaced when a reconfiguration happens is the difficult 
part of configuration caching. An improper choice will 
result in a substantially larger reconfiguration overhead 
than a correct choice since it will fail to lower the reconfig-
uration overhead. The limited number of concurrent con-
figurations on the chip and the non-uniform configuration 
make this choice more difficult. To ensure the best reduc-
tion in reconfiguration overhead, configuration aspects 
such as frequency and latency must be taken into account. 
In particular, it is sometimes preferable to have setups with 
high latency rather than those with lower latency that are 
frequently used. Other times, maintaining high latency 
configurations while neglecting the frequency factor will 
force you to transition between other commonly needed 
configurations since they won’t fit in the available space. 
Switching in this situation results in reconfiguration costs 
that would not exist if configurations with high latency 
but low frequency were unloaded. Configuration caching 
becomes more complex due to the many features of several 
FPGA programming models, such as the Single Context, 
Multi-Context, and Partial Run-Time Reconfigurable 
[5,13] models. Compile Time Reconfiguration (CTR) or 
Run Time Reconfiguration (RTR) are the two methods 
through which systems using FPGAs can take advantage of 
their re-programmability [4]. Never alter the FPGA’s set-
tings in a compile-time reconfiguration mechanism while 
the application is running. RTR systems modify the FPGA 
configuration while they are operating, either completely 
or partially [10-12]. Even while the application is running 
normally, Xilinx Virtex FPGAs offer the option of reconfig-
uring only a portion of their resources. Avionic, fault-tol-
erant software, multimedia, and other intelligent systems 
with restricted resources that need security features cur-
rently use this technology. By loading partial bitstreams, 
usually kept in flash memory, through any open configu-
ration port, Dynamic Partial Reconfiguration (DPR) can 
modify the FPGA’s functionality.

ACSA LOW POWER DESIGN

The audio signal processing is taken up as a case study. 
A complete DPR system is developed in an FPGA [17,18]. 
The audio codec presented on the FPGA is utilized to 
digitize the analog audio signal and is fully PC compliant 
[19-21]. In Figure 2, the ASCA Platform for Real-Time 
Processing is shown, which consists of processing blocks. 

Figure 1. Simple block diagram of ACSA.
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The audio signal of individual channels of Left and Right 
is then given to the respective filter. Audio signal design 
involves different filters, and then one filter is chosen based 
on one at a time [22-24]. The filter design in each chan-
nel is mutually exclusive as it is implemented as a dynamic 
module of the DPR design. In audio signal processing, the 
benefits of DPR are detected, and it shows a low power sav-
ing system having a greater number of PRRs and more RMs 
associated and is analyzed [25-27].

For logic synthesis design the node representation is 
implemented using two steps in Sum of Product form (SoP) 
and Product of Factor form (PoF), Sum of Factor (SoF) 
[21,23] as shown in eq. 1,2 and 3.

  (1) SoP form

  (2) PoF form

  (3) SoF form

A variable node ‘V’ is a non-terminal. It is having its 
argument with index(V) ∈ {1……m}. A constant node ‘V’ 
is a terminal node. With value Value(V) ∈ {0,1}. In Node 
synthesis manipulation optimization algorithm is applied 
through Boolean network which is very used for floor 
planning node analysis. It is functional to the optimized 
network where less amount of logic gates for different pur-
poses. The following are extraction, decomposition, substi-
tution, factoring and collapsing. Incase of decomposition is 
takes single Boolean function X(f) which is decomposable 
as shown in eq.4&5.

The function [21][23]

  (4)

It consists of 12 literals. Incase of decomposition x be 
represented as 

  
(5)

Where f=ab’ and y=c’+d
Hence here the decomposition reduces x the operation 

of y to 8 literals.
The modeling and implementation of reconfigurable 

hardware design for real-time video applications using exter-
nal DPR. In video real-time signal processing, different cat-
egories of noises are present, for which filters are required. 
As explained earlier, to eliminate noise, one filter is essen-
tial at a time, for which DPR is used as an analysis. By using 
DPR, the filter which is essential for the removal of noise is 
configured. In this case, mean and median for video signals 

are constructed. The Mean and Median filters are used for 
reducing the noises found in image files. Noise is acquired in 
images either during creation, allocation, or also on display 
instance, which needs to be corrected by using different types 
of filters. The pixels often found with errors that are found 
to be distinctly dissimilar from their neighbors. The noise 
is reduced based on using filters that are only for incoming 
data. Every time one filter is utilized for a particular noise 
present in the incoming image file. The hardware virtualiza-
tion is accessible by DPR [27-30]. The filters that are required 
are configured in the slot during runtime. It is designed for 
video signals. The external DPR is utilized to reconfigure 
the filter. The video filtering method for noise reduction 
can be fulfilled by the mathematical analysis of the real-time 
intensity of each pixel using a decoder. The mean filtering is 
used to replace each pixel value in an image. It has the effect 
of eliminating pixel values. In the digital processing of an 
image, it can be in the region of is a way that is generally in 
use to improve video images that are ruined because of noise. 
It computes the arithmetic mean of pixel intensity value. For 
every pixel, the location is captured, images from a scene 
which is to be used. In the case of median filtering, a single 
pixel is substituted by its median value of every pixel value 
confined in the neighborhood, counting itself. It requires the 
type of categorization in pixel values, region either in pro-
gressing or lowering order, and picks up the median estima-
tion of the array. It can also be applied as a dynamic module 
of DPR design. The module-based method of DPR is par-
ticularly used. The system consists of a single PRR and two 
RMs for using mean and median filters. The blocks are devel-
oped by XILINX ISE. The DPR system is built via the Xilinx 
PlanAhead tool. An expected approach is shown in Figure 1.

WORKING ACSA IN REAL TIME USING XILINX 
PLANAHEAD

The designed system (MCSA) consists of four filters per 
channel for an audio system. In this case study design, four 
digital filters are used: a low-pass filter (LPF), a high-pass 
filter (HPF), a band-pass filter (BPF), and a band-stop filter 
(BSF) per channel for low-power design analysis. The sys-
tem consists of four filters per channel for an audio system. 
The details of the filter cut-off frequencies are enlisted in 
Table 1. Individual filters are utilized for the two channels, 
Left and Right, of the audio input signals. All the required 
blocks are developed using hardware languages such as 
VHDL/Verilog and are compiled on XILINX ISE. Here, a 
DPR system is built using the Early Access PlanAhead tool 
by Xilinx. The result using PlanAhead is shown in Figure 
2, in which all the four filters are designed as one filter slot.

The video signal processing includes the implementa-
tion of mean and median filters. The filters are designed 
dynamically. A significant amount of area utilization 
is necessarily dynamically configured. The MB DPR, 
where PR is certainly selected, consists of a single Partial 
Reconfiguration Region (PRR) and two reconfigurable 
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segment modules. A full DPR system is designed around 
the ML402, which consists of a Virtex SX35 FPGA. The sys-
tem is developed, designed, and compiled using languages 
such as VHDL/Verilog on Xilinx ISE. By using the Xilinx 
PlanAhead tool, a DPR system is implemented. In this 
design, a module-based approach is selected, and a large 
amount of chip area is configured; it consists of two PR 
Regions (PRR) and four RMs: LPF, HPF, BPF, BSF, associ-
ated with each PRR. The case study is analyzed with respect 
to chip area, resource usage, and reconfiguration time.

A total DPR system is designed with an ML402 board 
that contains an SX35 FPGA. The audio codec available on 
the board is used to digitize the analog audio signal. The 
audio source is the line out of any music-playing system, 
while the output device is a speaker, as shown in Figure 1. 
The preliminary configuration and peripheral DPR are car-
ried out through the JTAG interface and also with the help of 
the Impact tool. Here, ICAP is used under software control.

In this case, the author uses definite regions of the 
FPGA [30-35] to reconfigure the novel function at runtime, 
and other areas in the FPGA act as static for a particular 
time period. The user interacts with Partial Reconfigurable 
Regions (PRRs) and reconfigurable modules (RMs). By 
means of HyperTerminal, it controls the operation accord-
ingly. It reconfigures approximately specific areas of the 
FPGA with a dynamic innovative operation at active run-
time [36]. The remaining areas stay static during this oper-
ation time. The difficulties in runtime can be summarized 
by a tool called PLANAHEAD, which was presented by 
XILINX. It is able to implement throughout runtime recon-
figurable systems for all VIRTEX FPGAs. PLANAHEAD is 
the first graphical environment for partial reconfiguration 
(PR). It aims to reduce the board space, alter a design in the 
field, and lower the power consumption. The DPR is recog-
nized as active dynamic partial reconfiguration. It modifies 
a slice of the device, and the rest of the FPGA is running. 
It means that partial data is emphasized on the FPGA. The 
remaining area of the device is still operating (on the fly).

The innovative data is executed and configured on the 
FPGA. PlanAhead’s key determination is to alter the way 
circuits planned in ISE are laid out on the FPGA [37]. It also 
provides timing and placement analysis to progress in the 
case of circuit function. By means of this tool, applications 
that group the circuits and modules provide the benefit of 
each and every single module term in its own area. The 
mission of PR becomes much easier. As the first one area 
is being programmed and that won’t affect any other units, 
it is identified as floor planning. PlanAhead has a facility of 
suitable set of design rule checks (DRC) that can be utilized 
to improve the designs and offer suggestions to the designer 
[1]. The PR balances the requirement desired by the com-
plex design. Indeed, the DPR makes the hardware very flex-
ible. It also allows the user to change the internal structure 
of the FPGA dynamically [24,25], without having to turn 
off. New FPGA chips with PR capability such as Virtex II, 
Virtex II Pro, Virtex-4, Zynq7000 are existing. These new 
devices comprise two subsets of resources: system resources 
and operational resources. The system sources are consti-
tuted by a processor and also by internal peripherals.

The floor planning retrieves the constraint entry and 
Design Rule Checks (DRCs) [30] with the help of Xilinx 
PlanAhead [16]. The place-route tools are used to produce 
the necessary bitstreams. The full and partial design images, 
and each configuration characterizes a whole FPGA design. 
The tool used is Xilinx PlanAhead, which is capable of reduc-
ing the complexity at runtime. The reconfigurable system is 
built on the Virtex field programmable array. PR is dynam-
ically configured and is modified by downloading partial 
and full bitstreams. The module is pre-synthesized, and the 
netlist file is stored in the synth directory. Bus macro plays 
an important role in the floorplan due to which communica-
tion is possible. The ucf, bus macro, and additional net files 
are carried by the data directory. The region partition of the 
FPGA is added with a newly function added dynamically on 
the fly, and the remaining files remain static.

Figure 2. MSCA representation for real time processing.
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Table 2. Resource utilization in audio processing with ex-
ternal DPR

Resource # Available # Used % Usage
LUT 30720 882 3
Flip flops 30720 627 2
Slice 15360 541 4
DSP blocks 192 20 18

Table 1. Resource Utilization in audio processing without 
DPR

Resource # Available Resources # Used % Utilized
LUT 30720 3214 10
Flip flops 30720 1963 8
Slice 15360 2575 14
DSP blocks 192 85 42

(a)

(b)

Figure 3. (a) (b) Real Time result of reconfigurable processor filter design using Xilinx PlanAhead.
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DISCUSSION AND AREA ANALYSIS OF ACSA 
WITH DPR AND WITHOUT DPR FOR LOW POWER 
DESIGN 

Area Analysis of resource utilization for real-time audio 
processing without DPR targeting a Virtex-4, and resource 
utilization for real-time audio processing with DPR, is 
shown in Tables 1 and 2, respectively. As a replacement 
for four filters, one filter slot in DPR implementation saves 
three times. From the table, the number of input LUTs is 
3214, the number of Flip Flops (FF) is 1963, the number of 
Slices is 2575, and the number of DSP blocks is 85 in real-
time audio processing without DPR. In the case of real-time 
audio processing with DPR, resource utilization is calcu-
lated as the number of LUTs being 882, the number of FFs 
being 627, the number of Slices being 541, and the number 
of DSP blocks being 20.

This research introduces a real-time multimedia com-
munication system architecture for IoT using dynamic par-
tial reconfiguration, optimizing power and chip area. The 
comparison of state of art with current research is discussed 
in table 3 with various aspects. If a comparison is made 
between two designs, then it is found that the resource uti-
lization of real-time audio processing with external DPR 

targeting a Virtex-4 FPGA is more advantageous than with-
out DPR. The extra number of LUTs used is (3214-882) = 
2332, the extra number of slices is (2575-541) = 2034, the 
extra number of FFs used is (1963-627) = 1336, and the 
extra number of DSP used is (85-20) = 65. The compari-
son is shown in Figure 4. These days, the size of electronic 
devices is getting minimized, because of which chip area is 
an important parameter. The chip area is related to power 
consumption, as the power consumption is reduced if the 
chip area is less. So, according to the table provided, the 
design with external DPR provides less power consumption.

CONCLUSION

The work in this paper is carried out with the aim of 
application development, focusing on using different types 
of DPR in various applications and scenarios. Here, the area 
is analyzed, and it is observed that implementation based 
on module-based DPR shows benefits in resource utiliza-
tion. Also, for a system having a higher number of PRs and 
more RMs associated with it, experimental results indicate 
that the system enables more savings in resources by effec-
tively exploiting hardware virtualization offered by DPR. 
Out of five applications, four applications are implemented 
on Virtex-4. The Virtex-4 supports both Internal and 
External DPR. The sizes of static and dynamic bitstreams 
differ in both filter designs. The reconfiguration is han-
dled by an external PC, by downloading partial bitstreams 
through JTAG. Two applications are implemented using 
Internal DPR, where reconfiguration is handled internally 
using ICAP. Future research can explore advanced opti-
mization strategies for Dynamic Partial Reconfiguration 
(DPR), assess DPR’s suitability in real-time applications, 
investigate security considerations, evaluate newer FPGA 
architectures, and delve into dynamic resource allocation. 
These areas promise to enhance DPR efficiency, security, 
and applicability across evolving technologies.

AUTHORSHIP CONTRIBUTIONS

Authors equally contributed to this work.Figure 4. Resource utilization in audio processing.

Table 3. Comparison table with state of art

Aspect Current research State of art
Technique Dynamic partial reconfiguration (DPR) Traditional FPGA configurations
Application Multimedia communication system architecture (MCSA) General Purpose FPGA applications
Power efficiency Demonstrates significant power savings Limited focus on power optimization
Area utilization Optimized chip area using DPR Traditional FPGA designs
Tools used Xilinx planahead, virtex FPGA Standard FPGA designs
Use cases Real-Time audio processing, video signal processing General FPGA applications
Flexibility Adaptable, reconfigurable for various scenarios Limited adaptability
Analysis Detailed resource utilization tables Generalized FPGA application descriptions
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