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ABSTRACT

This study compares the performance of link functions for diagnostic methods to diagnose in-
fluential observations in the Gamma-Pareto regression model (G-PRM). Three link functions, 
i.e. inverse, identity, and log are considered to identify which link function gives the best re-
sults. For our investigation, we employed standardized deviance residuals (SDR) and adjusted 
deviance residuals (ADR). We used Cook’s distance (CD) and Difference of fit (DIFFITS) as
diagnostic methods. We compare the performance of influence diagnostics with the link func-
tions using the simulation study and a real-life application. Results show that the CD with the 
log link function is a good method for small dispersion. For large dispersion and small sample 
sizes, the performance of the DIFFITS with inverse and identity link functions is better than
the CD method. Similarly, for large dispersion and sample sizes, the CD (with identity and log 
link functions) and DFFITS with inverse link function give the same performance.
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INTRODUCTION 

In practical life, we often deal with the data set in which 
the response variable is continuous and follow Gamma-
Pareto distribution (GP-D). In such circumstances, the 
G-PRM GLM is preferred. GP-D has widespread applica-
tions in the area of health care economics, medical science, 
meteorology, automobile insurance claims and reaction
rate etc. [1] used GP-D for the purpose of forecasting

using rainfall data. [2] discussed the G-PD and its area 
of applications used floyd river data for annual flood dis-
charge rates. Herlina hanum is the inventor of G-PRM. 
The motive of the current study is the non-availability 
of work in this area. Although the work on different link 
functions is available but the comparison is made here for 
influence diagnostic under different link function in the 
G-PRM.
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The gamma-Pareto distribution (G-PD) is a continu-
ous distribution. A phenomenon (the response variable) 
is explained by the regression model using other phenom-
ena (explanatory variables). The development of a classi-
cal regression model is predicated on the normality of the 
response variables. This assumption applies to the model’s 
parameters as well as the tests validity. The response vari-
able is not always normally distributed in real data. An 
extended generalized linear model (GLM) is developed for 
data with an exponential family distribution. The mean 
of the response variable is connected to the linear form of 
the explanatory variables using the GLM link functions. 
According to [3] the link functions is a monotone differen-
tiable function. The form of the link function depends on 
the response variables probability distribution, which is the 
basis for the development of GLM.

Regression analysis results can be greatly impacted by 
a single observation. It may result in a misleading covari-
ance matrix and inaccurate coefficient estimates. For the 
regression models to produce accurate estimates, these 
observations must be located and eliminated. In order to 
diagnostic a model and evaluate how well it fits, residuals 
are important. Only raw residuals are used by the linear 
model (LM) to evaluate the model diagnostics. In contrast, 
the GLM provides a variety of residual structures, including 
the working, Pearson, deviance, Anscombe, and likelihood 
residuals. In order to affect GLM influence diagnostics, the 
Pearson and deviance and likelihood residuals are the most 
often utilized residuals. There are different in probability 
distributions for these residuals. 

Objective of the Study
We found from the literature that the majority of 

researchers used an identity link function with deviance 
residuals to focus on G-PRM diagnostics. But not focused 
on other link functions and deviance residual form like 
SDR and ADR. There are various link functions such as 
identity, inverse and log, and diagnostic methods are CD 
and DFFITS which can be applied to evaluate the model’s 
performance more effectively. Therefore, the purpose of 
this study is to compare the effectiveness and performance 
of various link functions for identifying influential observa-
tions as well as the diagnostic processes methods for iden-
tifying influential observations using deviance SDR and 
ADR.

Organized of the Paper
This paper is organized as follows: In section wise, 

advantages and disadvantages of the G-PRM, literature 
review. In next Section discussed methodology, next 
Section of the G-PRM and its estimation methods, next 
Section presents the G-PRM residuals with derivation of 
standardized and adjusted deviance residuals, next Section 
describe the influence diagnostics methods in G-PRM. 
In next Section defined a Monte Carlo simulation, next 
Section a Simulation design and next Section present a 

simulation result. In next Section present an application of 
data. Finally, Section gives away conclusion of the research 
work. 

Advantages and Dis-Advantages of the Gamma-Pareto 
Regression Model

Here is the advantages and disadvantages of the 
Gamma-Pareto Regression Model (G-PRM). Advantages, 
the G-PRM is a flexible regression model. The G-PRM 
can model a wide range of skewed and heavy-tailed data, 
making it a flexible choice for modeling continuous out-
comes. The Robust to outliers, G-PRM is more robust to 
outliers compared to traditional linear regression, as it uses 
a robust link function. Interpretable coefficients, the coef-
ficients in a G-PRM model have a similar interpretation to 
those in linear regression, making it easy to understand the 
relationships between variables. Extension to other mod-
els, the G-PRM can be extended to other models, such as 
Gamma-Pareto ridge regression model. Disadvantages, 
computational complexity, G-PRM can be computationally 
intensive, especially for large datasets, due to the need to 
estimate the shape parameter. Sensitive to starting values, 
the estimation algorithm can be sensitive to the starting 
values, which can affect the convergence of the model. The 
G-PRM requires a sufficient sample size to estimate the 
shape parameter accurately, making it less suitable for sam-
ples. Not appropriate for all types of data, G-PRM assumes 
a continuous outcome variable, making it less appropriate 
for categorical or count data. In summary, G-PRM offers 
flexibility and robustness but may require careful consid-
eration of computational complexity, starting values, and 
sample size. we apply some distribution of fitting test to 
response variable. After applying a distribution fitting test 
the response variable follow a GP-D. According to litera-
ture we know that, the G-PRM is used when the response 
variable is continuous and follow a GP-D. In this study we 
used a rate data set is taken from [4], the dependent vari-
able reaction rate (y) is continuous and follow a GP-D that’s 
why we select a G-PRM. 

Literature Review
Alzaatreh [2] invent a G-PD and discussed the mathe-

matical relationship between G-PD and GD. [5] employed 
G-PD to model and forecast extreme monthly rainfall, 
so this makes sense given that the G-PD evolved from 
the GD. The G-PD based regression model. Regression 
models for non-normal response variables usually take 
the form of GLM. [1] convert a G-PD in the exponential 
family distribution of member. And derived an inverse, 
identity and log link function for G-PRM. Consequently, 
GLM could be used to develop the regression modeling 
for the G-PRM. After that they derived a parameter esti-
mation method for G-PRM. GLM G-PD is analytically 
developed by [6]. The gamma distribution (GD) is the 
basis for GLM gamma, which is applied frequently. When 
GLM gamma is used for analysis, the right skew data are 
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frequently fit. [1,6] examined the relationship between the 
explanatory variable and the distributed response variable 
is continuous in a simulated G-PD using GLM gamma. 
The application of modeling gamma-Pareto distributed 
data with GLM gamma in monthly rainfall estimation 
with TRMM data was covered by [6]. In order to map 
the safety continuum and estimate crashes, [7] discussed 
the Shifted Gamma-Generalized Pareto Distribution 
model. The new Log-Gamma-Pareto Distribution is cre-
ated by [8]. A new Gamma-Pareto (IV) distribution and 
its uses were presented by [9]. The gamma generalized 
pareto distribution and its applications in survival anal-
ysis were covered by [10]. Exponentiated gamma-Pareto 
distribution was applied to bladder cancer susceptibility 
by [11]. The weighted gamma-pareto distribution and 
its use were covered by [12]. The introduction of gener-
alized linear models (GLMs) allows for the investigation 
of dependent variable dependence on two independent 
variables. Another variation of the GLM was discussed 
by [13]. According to [14], the GLM in fact goes against 
the non-influential observation assumption. Influence 
diagnostics were first introduced for linear models (LMs) 
by [15]. These impact diagnostics were covered by [16] 
in a number of dimensions. According to [17], [18], and 
[19], influence diagnostics in the GLM continue to be the 
main topic of debate. When evaluating influential obser-
vations in influence diagnostics, the Pearson residuals 
are frequently used. Additionally, [19] demonstrated the 
use of deviance residuals in influence diagnostics. The 
two primary theories of adjusted residuals still in use are 
the adjusted deviance residuals provided by [20] and the 
adjusted Pearson residuals suggested by [21] based on 
[22]. The aim of these theories is to attain normality. [23] 
found that an examination of the adjusted Pearson resid-
uals (APR) in the exponential family of nonlinear models 
yields comparable outcomes. Several methods have been 
put forth in the literature to diagnose significant observa-
tions or points for the LM, including [24], [25], [26], and 
[27]. Conversely, [28] provided a method for evaluating 
partial influence in the GLM. One approach to evaluating 
the impact on the GLM regression coefficients was sug-
gested by [29].

[30] described the importance of Beta regression resid-
uals-based control charts with different link functions. For 
this purposed used an application to the thermal power 
plants data. Further, the three criteria are used for perfor-
mance checking: the average of the run length, the stan-
dard deviation of the run length, and the median of the run 
length. And also evaluate the performance of the proposed 
control chart in two ways: by monitoring the intercepts and 
by monitoring the slope coefficients. [31] investigate the 
influential observation detection in the logistic regression 
under different link functions and used pearson residuals. 
And used a real-life application to urine calcium oxalate 
crystals data. [32] used Deviance and Pearson residu-
als-based control charts with different link functions for 

monitoring logistic regression profiles, an application to 
COVID-19 data. [34] discussed a comparison of link func-
tions for the estimation of logistic ridge regression with 
real life an application to urine data. A Monte Carlo sim-
ulation study and a real dataset are considered and using 
scalar mean squared error as performance evaluation crite-
ria. [34] described the performance of link functions in the 
beta ridge regression model. For the suitable link functions 
the evaluation criteria is minimum MSE. [35] discussed a 
comparison of some link functions for binomial regression 
models with application to school drop-out rates in East 
Java. For the suitable link function, the evaluation criteria 
are Akaike information criterion (AIC), Bayesian informa-
tion criterion (BIC), log likelihood (LL) and R-squared. 
[36] used generalized Weibull linear models with different 
link functions in survival analysis. For the goodness of fit 
models under different link functions, fit measures such as 
deviance, AIC and BIC. Now we discussed the methodol-
ogy, link function, residuals and diagnostics methods of the 
G-PRM is given below. 

MATERIALS AND METHODS 

Gamma-Pareto Regression Model and Estimation 
Methods

The probability density function of the gamma-pareto 
response variable y is given by [2],

  
(1)

with α, 𝛽,𝛾> 0 and y > 𝛾.
The mean and variance of y are, 𝐸(𝑎(𝑦))= 𝛼𝛽, 𝑉(𝑎(𝑦))= 

α𝛽2 respectively. 
According to [1,6], Eq. (1) can be modified with param-

eters  and 𝛽 = 𝜇𝜙. Under these parameters, the gam-
ma-pareto density for y is given by 

  
(2)

with 𝑦 ≥ 0, 𝜇 > 0 𝑎𝑛𝑑 𝜙 > 0. 
It may also be noted that the mean and variance of y are 

given by

𝐸(𝑦) =  𝜇 and 𝑉(𝑦)= 𝜙𝑉(𝜇) = 𝜙𝜇2.

For the ith observation, let 𝑥𝑖1,  𝑥𝑖2,  … ,  𝑥𝑖𝑝 represent the 
p non-stochastic regressors. According to [1,6], link func-
tion of the G-PRM for the mean of the given response vari-
able y is given by

g(𝜇𝑖) =  𝜂𝑖 =  𝑋𝑖
𝑇𝛽, 𝑖 = 1,2, …, n.
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where 𝑥𝑖
𝑇 =  (1,  𝑥𝑖1,  𝑥𝑖2,  … ,  𝑥𝑖𝑝), 𝛽𝑇 =  (𝛽0,  𝛽1,  … ,  𝛽𝑝) is a 

vector regression coefficient including intercept. And 𝑥𝑖1,  
𝑥𝑖2,  … ,  𝑥𝑖𝑝 represent the p non-stochastic regressors. 

For the G-PRM, this link function is either 
identity link function g(𝜇𝑖) =  𝜂𝑖 =  𝑋𝑖

𝑇𝛽,  
inverse link function , and log link function 
g(𝜇𝑖) =  𝜂𝑖 =  log(𝑋𝑖

𝑇𝛽).
Finding the likelihood function’s derivative with respect 

to 𝛽𝑗 is the first step in estimating the parameter 𝛽𝑗 using 
maximum likelihood. By Eq. (2)

  (3)

Now

Where  based on the GLM link function. So, the score 
for 𝛽𝑗 in GLM Gamma-Pareto is

  (4)

Finally, jth score is presented. 

The variance 𝑈𝑗 is

Where,

Since the estimators of 𝛽𝑗 is not in close form.
Iterative weighted least squares (IWLS) were proposed 

by [3] as a method for estimating 𝛽𝑗.
It’s the IWLS.

 𝑋𝑇𝑊𝑋 𝑏(𝑚) = 𝑋𝑇𝑊𝑧
 𝑏(𝑚) =  (𝑋𝑇𝑊𝑋 )−1(𝑋𝑇𝑊𝑧)

(5)

And now, Using W and 𝑣𝑎𝑟(𝑈𝑗) for G-P and obtained 
the iteration for 𝛽𝑗 as

Gamma-Pareto Regression Model with Standardized 
and Adjusted Deviance Residuals 

Many types are available of GLM residuals in literature 
[14]. But we used only deviance residual and its types stan-
dardized deviance residual and adjusted deviance residual 
form.

The deviance residuals for the G-PRM are given by

  (6)

where  and sign  is sig-
num function, which is defined as

For the G-PRM, this link function is either iden-
tity link function g(𝜇𝑖) =  𝜂𝑖 =  𝑋𝑖

𝑇𝛽, inverse link func-
tion , and link log function g(𝜇𝑖) =  𝜂𝑖 =  
log(𝑋𝑖

𝑇𝛽) are fitted model 𝑦̂ = 𝜂𝑖.
Eq. (6) is used to present the standardized deviance 

residuals.

  (7)

Since ℎ𝑖𝑖 is the ith diagonal element of the hat matrix 

Adjusted residuals were first introduced by [22]. 
According to [21] and [20], the adjusted deviance residu-
als for both methods. The adjusted deviance residuals are 
defined by using Eq. (6)

  (8)

The adjusted deviance residuals are normally distrib-
uted by [20].

Influence Diagnostics, Gamma-Pareto Regression Model
A bad value in the LM has an impact on the model esti-

mates and inferences, as noted by [37]. These poor values 
could be influential that have an impact or be outliers. An 
outlier is produced by an extreme value in the response 
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variable, whereas an influential observation is produced 
by an extreme value in the explanatory variable. A por-
tion of these is covered here for the G-PRM influence 
diagnostics since the GLM employing deviance residu-
als (standardized and adjusted) has not yet any attention. 
The reason for this is that the GLM influence diagnostics 
under various GLM residuals have received little consid-
eration. [18] was the first to study residuals in the GLM. 
Different GLM residuals are used to compute the GLM 
influence assessment tools. 

A diagnostic measure known as influence that has 
received a lot of attention in the literature, DFFITS is 
defined as the scaled difference between the fitted value 
of the complete data set and the fitted value following the 
deletion of the ith observation.

  
(09)

Eq. (09) can also be written as

  
(10)

  (11)

Where,

  (11.1)

The DFFITS for standardized deviance residuals used 
Eq. (7)

  
(12)

  
(12.1)

The DFFITS for adjusted deviance residuals used Eq. 
(8)

  
(13)

  (13.1)

where ℎ𝑖𝑖 =  𝑑 𝑖𝑎𝑔(𝐻) is the ith hat matrix H diagonal ele-
ment for the G-PRM [13], . 
These diagonal elements are utilized for influence diag-
nostics and are also referred to as leverages. In order to 

influence additional diagnostic measures, the leverages 
serve as an indicator. If the data is small, then an observa-
tion is considered influential if the DFFITS value is greater 
than one [27]. In the case of large data sets, an observa-
tion is considered influential when the ith value of DFFITS 

exceeds ,[16]. The impact of the ith influential obser-

vation on the fitted and estimated values is measured using 
DFFITS. Similarly, we can substitute other forms of stan-
dardized and adjusted G-PRM residuals for the purpose 
of detection  influential observations. We apply the same 
cut-off point for the DFFITS computation with standard-
ized and adjusted G-PRM residuals in order to compare the 
outcomes with the conventional use of standardized and 
adjusted residuals.

Here is second diagnostic measure, the most widely 
used measures, such as Cook’s distance (CD), are included. 
[15] first proposed the 𝐶𝐷𝑖 statistic for the LM to quan-
tify the impact of the influential observation on the LM 
estimates. When the ith observation is removed from the 
model, 𝐶𝐷𝑖 calculates the overall change in the fitted model. 
For the G-PRM case, 𝐶𝐷𝑖 is given

  (14)

After simplification, Eq. (14) becomes
The cook`s distance for standardized deviance residuals 

used eq. (7)

  (15)

The cook`s distance for adjusted deviance residuals 
used eq. (8)

  (16)

According to [38], this diagnostic is used to assess the 
impact of an influential observation solely on 𝛽̂ . When 
𝐶𝐷𝑖 is large, it means that the ith observation has influ-
ential. [15] proposed that the use of a cut point is another 
method for detecting the influential observation. i.e., 
𝐶𝐷𝑖 ≥ Fα, (p + 1, n − p − 1). Influential observations 
are not detected by this cut point in certain GLM cases. 
An additional cut-off points in the GLM for identifying 
influential observations is , as discussed by [14]. We 
employ an identical cut-off point for 𝐶𝐷𝑖 for all forms of 
the GPRM residuals in our comparison of standardized 
and adjusted GPRM residuals for the identification of 
influential observations.

Monte Carlo Simulation 
This section will compare, using a Monte Carlo sim-

ulation study, the performance influence diagnostics 
under various link functions, as well as the SDR and ADR 
residuals. In our study, we compared the effectiveness 
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of Gamma-Pareto regression diagnostics by taking into 
account different sample sizes with different dispersion 
parameters.

Simulation Design
The purpose of this section is to demonstrate the effi-

cacy of the G-PRM standardized and adjusted deviance 
residuals for influence diagnostics through simulation. 
The independent variables comprise four influential 
points. To compare the performance of identity, inverse 
and log link functions of the G-PRM residuals with diag-
nostic methods Cook`s distance and DFFITS, we take 
into consideration the following Monte Carlo scheme. 
We used algorithm of [1,6] to generate response variable 
which follows a gamma- Preto regression model and 
data generation is as follows: 𝑦𝑖~𝐺 − 𝑃(𝛼, 𝛽,  𝛾), where 
𝑦̂ 𝑖 =  𝐸(𝑦𝑖) =  (𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝛽3𝑋𝑖3) identity, 
𝑦̂ 𝑖 =  𝐸(𝑦𝑖) =  (𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝛽3𝑋𝑖3)−1 inverse 
and 𝑦̂ 𝑖 =  𝐸(𝑦𝑖) =  log(𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝛽3𝑋𝑖3) log 
link function, 𝑖 = 1, 2, … , 𝑛 is mean function and 𝜙
is dispersion parameter 𝜙 = 0.04, 0.11, 0.17, 0.33, 0.67, 
2, 5, 10 which is thought to have arbitrary values. For 
the true parameters, we choose the following arbitrary 
values as 𝛽0 =  0.05,  𝛽1 =  0.0025,  𝛽2 =  0.005 𝑎𝑛𝑑 𝛽3 
=  0.0001 [39,40] and 𝛾 is minimum value of response 
variables. In this case, the design matrix X has no influ-
ential points of sample sizes n = 25, 50, 100 and 200 gen-
erated as 𝑋𝑖~𝑁(−1, 1), 𝑖 = 1, 2, … , 𝑛; 𝑎𝑛𝑑 𝑗 = 1, 2, 3, 
and then we make 10th, 15th, 20th, 25th, points in the X as 
𝑋𝑖𝑗 =  𝛼0 + 𝑋𝑖𝑗, 𝑖 = 10, 15, 20 𝑎𝑛𝑑 25,  𝑎𝑛𝑑  𝑗 = 1, 2, 3, 
where 𝛼0 =  �̅�𝑗 +100. For the estimation of G-PRM, the 
link functions used is inverse, identity and log link func-
tions. These simulation results are perform using the R 
software. The simulation is run 10000 times to test the 
influential observation detection percentages for each of 
the G-PRM under different link functions.

RESULTS AND DISCUSSION

The simulation results of the Gamma-Pareto regression 
influence diagnostics under different link functions are 
given in Tables 1-8 The summary of the simulation results 
is as follows.
• In table 1, for dispersion level is ϕ = 0.04, the perfor-

mance of the Cook’s Distance and DFFITS procedures 
with inverse, identity and log link functions. The 
Cook’s Distance and DFFITS approach with the log 
link function gives the larger influential observations 
detections percentages of the generated influential 
observations as compared to the Cook’s Distance and 
DFFITS with inverse and identity link functions. The 
graphical results of the table 1, is presented with index 
plot in Figure 1.

• In table 2, for dispersion level is ϕ = 0.11, the perfor-
mance of the Cook’s Distance and DFFITS procedures 
with inverse, identity and log link functions. The Cook’s 

Distance and DFFITS approach with the log link func-
tion gives the larger influential observations detections 
percentages of the generated influential observations 
as compared to the Cook’s Distance and DFFITS with 
inverse and identity link functions. The dispersion level 
is ϕ = 0.04 and ϕ = 0.11, in table 1 and 2, a log link 
function with diagnostic measures Cook`s Distance 
and DFFITS detect a large percentage influential obser-
vation. The graphical results of the table 2, is presented 
with index plot in figure 2.

• In table 3, for dispersion level is ϕ = 0.17, the perfor-
mance of the Cook’s Distance and DFFITS diagnostics 
with inverse, identity and log link functions. The Cook’s 
Distance method with the inverse link function gives the 
larger influential observations detections percentages 
of the generated influential observations as compared 
to the DFFITS. For all sample sizes the performance of 
the Cook’s Distance is better than the DFFITS method. 
While the DFFITS method with the log link function 
gives the larger influential observations detections per-
centages of the generated influential observations as 
compared to the Cook`s Distance. For all sample sizes 
the performance of the DFFITS is better than the Cook’s 
Distance method. The graphical results of table 3 is pre-
sented in figure 3.

• When the dispersion level is further increase ϕ = 0.33 
the results is almost same as when dispersion is ϕ = 
0.11 in favor of inverse link function in table 4. These 
results are also verified and prominent with index plot 
in figure 4. 

• When the dispersion level is ϕ = 0.67 the Cook’s dis-
tance and DFFITS diagnostic methods performance 
with inverse, identity and log link functions for both 
SDR and ADR are almost same diagnostics influential 
observations detection percentages are true for all sam-
ple sizes in table 5. The visualized results are show index 
plot in figure 5.

• For dispersion level is ϕ = 2 the Cook’s distance and 
DFFITS diagnostic methods performance with iden-
tity link function for both SDR and ADR are larger 
diagnostics influential observation detection percent-
ages as compare to the inverse and log link functions. 
But on the other hand, DFFITS with inverse link func-
tion better diagnose as compare to the identity and log 
link function with all sample sizes in table 6. These 
results are also verified and prominent with index plot 
in figure 6.

• For large dispersion level are ϕ = 5, 10 the Cook’s dis-
tance and DFFITS diagnostic methods performance 
with inverse link function for both SDR and ADR are 
larger diagnostics influential observations detection 
percentages as compare to the identity link and log link 
functions for all sample sizes in table 7 and 8. These 
results are also verified and prominent with index plot 
in figure 7 and 8 respectively.
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Table 1. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =0.04 

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ =0.04 ϕ = 0.04

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 84.7 80.4 82.9 77.5 83.6 79.1 84.6 79.8 84.8 80.5 97.1 84.7

15 75.8 68.8 74 66.5 72.5 66.5 75.9 70.6 74.3 67.5 95.3 74
20 64.3 57.8 65.7 58.3 64 56 64.2 56.5 62.6 55.1 90.1 62.9
25 56.2 48.2 56 48.6 52.1 45.8 54 46.9 54.6 47.4 81.9 52.7

50 10 87.2 82.7 87.4 83.5 88.9 83.9 88.3 84.6 88.8 85.4 98.8 89.4
15 82.4 78.5 84.3 78.9 83.6 79.3 84.2 80.7 82.4 79.4 97.8 84.5
20 78 73 79.8 74.9 79.6 75.2 79.1 74.1 78.3 74.7 95.6 76.9
25 71.4 66.6 72.4 67.7 75.5 71.4 73.6 68.5 72.8 67.9 93.4 75

100 10 91.7 88.9 91.7 88.3 91.2 88 92.8 89.3 90.9 88.6 98.8 91.4
15 87.7 84.7 88.1 85.3 87.3 83.9 88.8 87.2 88.6 85.7 98.2 88
20 84.1 81.3 85.6 82.2 84.9 81.3 85.5 82.9 83.6 80.4 97.1 86.4
25 79.8 76.7 82.3 79.3 83 80.3 83.1 80.9 85.3 82.5 94.3 80.3

200 10 92.7 90.4 95 93.5 93.3 91.3 92.7 90.6 93.3 90.9 99 93.9
15 90.1 87.8 93.1 91.7 91 89.6 91.2 89.5 92.1 89.9 97.8 91.5
20 88.6 87.1 90.7 89 90.4 89.1 89.4 87.7 91.1 89.8 97.9 90.1
25 88.1 86.8 88.2 86.4 89.6 87.9 88.6 87.2 88 86.4 97.6 88.8

Table 2. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ = 0.11 

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 0.11 ϕ = 0.11

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 84 80 86.7 81.7 83.8 78 82 75.7 85.3 79.8 97.8 85.2

15 75 69.9 75 66.9 75 69.3 75.5 68.2 76.6 70.8 94 74.4
20 60.8 56 65.4 58.1 62.8 56.7 65.5 59.3 61.6 54.1 89.4 63
25 47.1 45.3 54.4 47.7 53.5 46.1 51 43.6 55.2 48.5 83.1 55

50 10 88.3 83.9 88.9 84.7 89.3 85.6 88.2 83.7 90.1 85.5 98.4 88.3
15 84.2 79.2 82.2 77.6 82.9 78.1 84.6 80.6 80.7 77.1 96.5 82.1
20 78 74.4 76.8 73.2 77.4 72.2 79.3 76.3 79.8 75 95.1 78.6
25 69.8 66.7 72.8 68.1 70.5 66.7 71.9 67.7 75.3 70 92.7 72.1

100 10 90.9 87.2 92.5 88.9 91.7 88.9 92 89.2 90.4 87 98.3 90.7
15 88.4 85.7 88.4 85.7 88.1 83.9 89.1 85.6 87.7 85.6 97.7 87.6
20 87.9 85.2 85 82.9 86.3 83.8 84.4 81.5 84.3 81.7 96.8 84
25 81.1 78.5 83.9 80.4 82.5 80.3 82.6 80.3 82.5 79.1 96 83.4

200 10 93.2 90.8 92.8 91.1 94.1 92.2 93 91.4 92.4 90.4 98.3 91.5
15 92 90.1 92.6 91.3 93 90.3 89.8 88.5 91.2 89.4 98.2 91.4
20 90.5 88.8 88.4 87.2 89.7 87.9 90.5 89.1 91 89.8 97.8 90.3
25 87.1 85.8 85.3 83.7 87.3 84.9 87.5 86.1 88 85.9 96.4 87.5
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Table 3. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =0.17

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 0.17 ϕ = 0.17

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 87.4 80.9 84.2 79.8 84.4 80.3 84.7 79.2 82.4 76.5 98 86.9

15 77.5 68.6 73.2 66.4 74.1 67.6 75.3 69 77.7 70.1 94.3 75.8
20 62.9 57 64.2 57.8 64.7 58.1 63.4 57.1 64.6 58.3 90.4 64.3
25 49.0 42.2 56.4 48.4 53.1 47 54.8 47 55.6 47.2 85.3 53.2

50 10 86.6 83 87.2 83.4 88.1 84.2 88.4 84.8 87.3 82.4 98.6 89.3
15 83.9 81.3 84.5 80.5 82.2 78.3 83.6 78.8 80.9 76.8 97.5 85
20 79.3 76.8 75.9 71.4 76.3 72.4 75.2 70.2 77.4 72.1 94.6 76.4
25 70 67 73.1 68.5 72.3 68.2 73.4 69 75.3 71.2 92.6 72

100 10 91.4 88.2 92.5 88.7 90.1 88 91 88.2 90.9 88.2 98.6 90.4
15 86.5 84.7 89.2 86.7 88 84.1 88.8 85.1 88.3 85.4 98.5 89.5
20 83.6 82.4 86.2 83.9 84.4 80.6 82.9 80 83.7 80.4 96.9 84.4
25 80.9 78.9 83.4 80.6 83 81 81.8 79.4 82.9 79.6 94.3 80.9

200 10 92.4 91 93.2 91.6 90.7 88.8 92.1 90 93.4 91.6 99.1 93.8
15 91.8 90.5 93.5 92.2 91.6 90.7 90.8 89.4 92 89.7 99.1 92.8
20 88.8 87.2 90.8 89.5 88.6 86.9 88.9 87 90.9 88.7 97.8 88.1
25 87.2 86 87.8 86.4 88.1 86.2 89.4 86.9 90.1 88.6 97 88.7

Table 4. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =0.33

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 0.33 ϕ = 0.33

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 88.8 79.1 83.4 78.2 85.2 79.3 85.1 79.5 84.9 80 97.6 84.7

15 74.8 70 73.4 68.3 74.3 67.3 74.2 68 72.9 67.8 93.1 71.4
20 56.5 53.6 61.5 55.4 67.4 58.3 64 58.2 63.9 56.9 90.5 65.9
25 47 48.5 54.3 48 53.2 45.6 54.3 46.5 54.7 46.8 83.3 53.6

50 10 86.6 82.6 88.2 84.2 89.7 86.2 89.4 85.6 89.9 86.3 98.7 90.4
15 83.6 79.8 82.6 79.8 83.7 79.7 85.3 81.3 82.7 79.4 96.2 82.1
20 77.4 72.9 79.4 74.9 80.1 75.8 77.4 72.4 79.4 75 94.5 78.2
25 70.7 67.3 72.9 67.8 70.9 65.1 71.9 67.1 71.7 66.1 92.8 75.1

100 10 92.3 89.8 91.2 88 92.6 89.4 91.4 88.5 91.3 88.5 98.9 92.3
15 88.1 85 89.5 87 87.7 84.6 89.5 86.3 88 84.7 96.7 86.5
20 84.4 82.5 83.6 80.4 84 81.4 84.9 82.4 85.8 83 97.7 86
25 80.7 77.5 82.8 80 82.3 80.1 82.3 80.2 83 79.7 94.8 81.5

200 10 93.9 91.2 94 91.7 92.6 89.5 93.1 90.6 92.8 91.6 98.5 93.2
15 90.9 88.8 90.8 89.1 90.8 89.3 92 90.5 90.3 88.7 98.8 91.1
20 91.7 89.3 90.6 88.3 90 88.6 89.8 88.2 88.7 86.5 98.1 91
25 87 84 88.3 87.2 89.4 87 87 84.6 89.9 88.3 97.9 89
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Table 5. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =0.67

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 0.67 ϕ = 0.67

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 83.8 78.1 84.1 79.3 85.9 81.6 85.2 80.1 83.4 79.2 97.2 83.8

15 74.3 68.6 74.7 68.6 74.1 68.6 75.4 68.6 74.1 68.6 92.8 74.6
20 62.8 56.7 64.3 57.6 62.2 57 62.5 56.7 65.4 58.3 89 63
25 56.7 50.6 53 45.1 57.3 48.7 52.7 45.9 54 46.6 84.8 53

50 10 89 85.2 88.3 85.2 87.1 83.4 89.8 85.6 86.8 82.9 97.9 88.6
15 81.3 76.5 84.4 80.3 83.5 79.1 81 77.3 82.7 78.7 96.8 82.6
20 77.4 72.3 77.5 74.2 76.1 71 78.6 74.5 79.4 74.4 95.3 79.4
25 72.9 69.7 72.7 67 72.8 68.4 70.3 66.1 73.5 68.5 92 69.3

100 10 90.7 87.1 92.5 89.9 90.1 88.3 93.9 90.7 91.9 88.9 98.5 91
15 88.7 86.6 87.8 85.2 89 86.1 89.5 86.8 88.2 85.7 97.9 91.1
20 84.7 81.9 85.9 82.7 85.3 82.7 84.2 81.7 84.9 82.1 97.1 87.8
25 84.7 81.5 81.9 78.6 83.2 80.9 81.3 78.8 82.3 79.5 96 81.7

200 10 93.2 91.4 93.8 91.3 94.2 92.1 93.2 91.6 93.4 91.9 98.9 93
15 91 88.5 90.8 88.8 91.2 89.7 92.6 89.9 91.3 89.4 97.3 90.2
20 90.6 89 89.9 89.1 90 88.4 89 86.7 90.4 88.8 98.6 89.3
25 87.8 85.5 88.8 88 89.7 88.2 88.2 86.1 87.9 86.1 96.6 88.6

Table 6. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =2

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 2 ϕ = 2

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 85.4 80.7 84.5 83.4 83.4 78.5 84 79.1 82.2 79 97.4 85.3

15 75.5 70.1 74.1 76.6 76.6 70.9 76.3 71 72.2 67.2 94.7 75.5
20 62.5 56.6 62 62.1 62.1 56.3 63.5 56 63.3 57.2 89.6 63.4
25 53.6 43.4 53.3 53.6 53.6 45.6 54.9 47.8 57.6 50.2 84.1 53.6

50 10 89.1 85 89.3 86.5 86.5 82.3 87.4 83.6 88.1 83.9 97.7 89.5
15 82.3 78.4 83.5 85.7 85.7 80.8 83.3 79.6 84.5 80.8 97.2 83.6
20 77.6 74.5 77.7 80.5 80.5 75.7 80.1 74.7 77.7 74.1 94.7 78.9
25 73.3 70.1 73.6 73.3 73.3 68.9 73.5 69.3 74.6 69.7 93.8 75.2

100 10 92.8 90.5 91.8 90.5 90.5 87.2 89.9 88.1 90 86.8 98.1 90.4
15 88.3 85.5 90 87.7 87.7 85.4 88.4 85.8 86.9 83.9 97.4 89.5
20 85 83.2 84.8 86.9 86.9 84.2 85.6 82.5 84.5 81.4 97.2 83.8
25 82.5 80.3 81.1 81.4 81.4 78.6 81.2 79.6 82.9 80 95.4 82.5

200 10 92.9 90.6 94.6 93.2 94.8 90.7 95.1 92.5 93 90.1 98.9 93.2
15 91.6 89.8 92.8 91 93.2 89.5 92.4 90.7 90.8 89.4 98.2 90.7
20 90.3 89.6 89.8 90.9 91 88.5 89.4 88.3 89.7 88.1 97.6 89.9
25 86.9 85.1 88.4 87.9 90.9 86.1 89.9 88.6 88.2 87.4 96.8 86.3



Sigma J Eng Nat Sci, Vol. 43, No. 3, pp. 760−776, June, 2025 769

Table 7. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =5

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ = 5 ϕ = 5

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 82 76.3 85.1 79.2 84 78.7 84.7 79.1 85.2 79.8 96.9 82.1

15 76.8 69.1 76.9 70 73.8 68.2 75.6 69.7 74.8 68.7 92.2 74
20 65.4 58.3 63.7 56.1 66.2 60.1 64.2 56.7 64.9 57.6 89.4 63.7
25 56.1 48.8 56.6 48.2 53.8 46.2 52.9 47.2 54.3 46.1 84.6 54.5

50 10 89.2 85.3 88.3 84.8 88.3 84.7 90.3 85.4 88 83.5 98.4 91.2
15 83.7 79.9 81.5 77.6 84.7 82 84.9 80.4 82.6 77.6 96.2 83
20 77.7 74.5 75.9 71.7 75 71.5 77.9 74.1 78.5 74.3 94.5 77.4
25 73.1 68.7 71.6 67.5 74 69.1 75.2 69 74 69.1 92.2 74.6

100 10 92.2 89.3 89.1 86.7 91.6 88.5 90 86.2 90.4 87.7 98.5 90.3
15 89.1 87.3 87.1 84.5 89.2 86.2 87.7 85.2 88.3 85.3 97 88
20 85.6 82.7 83.8 81.3 84.7 81.8 84.6 82.2 86 83.1 97.1 84.9
25 83.5 80 83.2 80.3 83.1 80.1 83.9 81.4 82.9 80.3 95.9 81.7

200 10 94.3 91.3 93 90.5 94 91.5 91 90.1 93.7 91.3 98.6 92.4
15 91.7 89.8 89.9 87.6 92.8 91.1 91.1 89.7 90 87.3 98.9 92.5
20 89.2 87.5 88.7 87.4 90.4 88.6 91.4 89.6 89.3 87.6 98.3 90.6
25 88.4 87.2 88.2 86.7 86.7 84.8 89.9 88 89.6 88.2 97.4 88.7

Table 8. Performance of different link functions with standardized and adjusted deviance residuals for the detection of 
influential observations when ϕ =10

Sample 
size n

Influential 
Observations

Cook’s Distance DFFITS

ϕ =10 ϕ =10

Inverse Identity Log Inverse Identity Log 

SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR SDR ADR
25 10 93.8 91.9 82.4 76.2 84.9 79.8 85 82.2 83.5 78.9 97.1 82.9

15 91.7 89.4 76.8 70.4 76.2 70 73.3 66.9 73.2 68 94.8 75.2
20 87.9 85.4 63.9 56.7 63.6 56.7 64.4 58.7 64.5 58.1 89.1 61.6
25 90 88.3 53.2 47.8 54.7 48.4 53.1 46.1 53.8 47.2 84 54.8

50 10 95 94 88 84.4 88 85 88.7 84.5 87.8 84.6 98.5 88.8
15 91.5 89.6 82.3 78.2 82.7 78.3 83.4 78.5 82 78.7 96.7 81.9
20 91.2 89.3 76.4 72.4 78.8 74.4 77.8 73.1 79.5 75 94.5 76.7
25 90 88.5 74.6 68.5 71.7 66.3 70.5 64.9 74.9 68.9 92 70.4

100 10 93.6 91.1 90.6 87.7 91.2 88.4 92 88.1 90.1 87.2 98.5 91.6
15 92.4 91 88.3 85.7 88 85.8 89.4 88.1 87.2 84.4 97.2 89.2
20 91.8 90.6 85.2 81.8 84.8 81.6 85.6 83.2 88.2 84.9 96.5 85.6
25 90.1 88.8 82.2 79.8 79.6 76.8 80.6 78.1 81.7 79.5 95.2 83.3

200 10 93.2 91.8 93 90.1 92.6 90.3 94.6 92 93.1 90.6 98.2 94.8
15 92.7 91.4 91.9 90.2 91.2 88.9 90.2 88.5 91.7 89.9 98.7 91.9
20 92.1 90.7 90.2 89 88.7 87.2 90.5 88.8 89.7 87.8 98.7 90.8
25 88.9 87.6 90.3 88.6 88.2 86.8 88.2 86.9 88 86.6 98 88
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Figure 1. Index plots of CD and DFFITS under different link functions with ϕ =0.04

Figure 2. Index plots of CD and DFFITS under different link functions with ϕ =0.11
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Figure 3. Index plots of CD and DFFITS under different link functions with ϕ =0.17

Figure 4. Index plots of CD and DFFITS under different link functions with ϕ =0.33
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Figure 5. Index plots of CD and DFFITS under different link functions with ϕ =0.67

Figure 6. Index plots of CD and DFFITS under different link functions with ϕ = 2.
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Figure 7. Index plots of CD and DFFITS under different link functions with ϕ = 5.

Figure 8. Index plots of CD and DFFITS under different link functions with ϕ = 10.
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Application: Reaction Rate Dataset
Now, we will illustrate the performance of the different 

link functions for G-PRM with the help of real-life applica-
tion. The reaction rate data set is taken from [4]. The main 
objective of this data set is to determine the reaction rate 
of the catalytic isomerization of n-pentane to iso-pentane 
based on partial pressure of different independent variables 
(factors). These explanatory variables are used to speed up 
the reaction rate. This data set consists of n = 24 experi-
mental data values with one dependent variable, i.e. reac-
tion rate (y) and p = 3 explanatory variables, i.e. partial 
pressure of hydrogen (x1), partial pressure of n-pentane 
(x2) and partial pressure of iso-pentane (x3). Then Amin et 
al. [7,41,42,43] and [44] utilized this data set. As it is men-
tioned by [44], response variable follows a G-PD is required 
by following [1,6]. However, because of the positively 
skewed trend of the dependent variable, this data set is not 
well fitted to the normal distribution. This data set is well 
fitted to the Gamma distribution as tested by few tests of 
goodness of fit and the results are given in Table 9. In Table 
11,12 and 13 are present a model coefficient summary as 
inverse, identity and log link function respectively and with 
and without influential observation.

The G-PRM is an appropriate regression model for 
this set of data. Influential observations have an impact on 
the G-PRM estimates just like they do on the other mod-
els. Therefore, identifying these important observations 
under various link functions is our primary concern. We 
have calculated the cook’s distance and DFFITS and fitted 
the G-PRM under various link functions. In Table 10, pres-
ent an influential observations summary. The diagnostic 
measures cook’s distance and DFFITS under different link 
functions with SDR and ADR respectively. we observe that 
the Cook`s distance with SDR under inverse link function 
diagnosed 5,6,11 is influential observations. while, on the 
other hand the Cook`s distance with ADR under inverse 
link function diagnosed 5,6 is influential observations. 
Similarly, we observe that the Cook`s distance with SDR 
under identity link function diagnosed 6,22,24 is influential 
observation while, on the other hand the Cook`s distance 
with ADR under identity link function does not diagnosed 
any influential observations. It is interesting to note that the 
Cook`s distance with SDR and ADR under log link func-
tion diagnosed observations 5,6,7,8,11,12,16,19,22,23,24 
and other 1,4-11,13,14,20-24 is influential observation 
respectively. Now we discussed second diagnostic mea-
sure is DFFITS under different link functions and deviance 
residual form such SDR and ADR. For DFFITS with SDR 
under inverse link function diagnosed 11,12 is influential 
observation. while, on the other hand DFFITS with ADR 
under inverse link function diagnosed only 6 is influential 
observations. Similarly, for DFFITS with SDR under iden-
tity link function diagnosed only 19 is influential observa-
tion while, on the other hand the DFFITS with ADR under 
identity link function does not diagnosed any influential 
observations. It is interesting to note that the DFFITS with 

SDR under log link function diagnosed observation 22,24 
is influential observation. But DFFITS with ADR under log 
link function diagnosed 5,6,13,24 is influential observation. 
We now identify the observations that affect the G-PRM 
estimates and confirm the influence of the diagnostic pro-
cess and the link function. To do this, we calculate the 
percentage change in the G-PRM estimates following the 
removal of any influential observations that we find. The 
results are shown in Table 14. Table 14 presents a compar-
ison of the various diagnostic techniques under various 
link functions, allowing us to determine which technique 
correctly identifies the influential observations. We can see 
from Table 14 that the 7th observation is the most influ-
ential value. With the excluding of the identity link func-
tion, only the Cook’s distance method was able to identify 
this observation under the inverse and log link functions 
with G-PRM estimates of β1 and β2 are impacted by this 
finding. The 22th observation is the second most import-
ant one. This observation was diagnosed by the cook’s dis-
tance using only the inverse and log link functions, leaving 
out the identity link function. The G-PRM estimates of β0 
and β3 are impacted by this finding. Likewise, under vari-
ous link functions 11th, 24th influential observations, the 
cook’s distance also affects the G-PRM estimate that is indi-
cated in Table 14 with bold values. It has been observed that 
the 19th observation holds the most influence. The G-PRM 
estimate of β0 is affected by the influential observation, 
which is only detected by the DFFITS method under the 
inverse link function and excludes the identity and log link 
functions.

So, the appropriate regression model to determine the 
reaction rate (y) based on these three explanatory variables 
such as p = 3 explanatory variables, i.e. partial pressure of 
hydrogen (x1), partial pressure of n-pentane (x2) and partial 
pressure of iso-pentane (x3) is the G-PR model.

The fitted G-PRM for inverse link function using real 
data is given by.

𝑦̂ 𝑖 =  (−3.175[0.382,  S] + 0.059𝑥1[0.011,  S] − 
0.067𝑥2[0.005,  S] + 0.004𝑥3[0.002,  S])−1

The fitted G-PRM for identity link function using real 
data is given by.

𝑦̂ 𝑖 =  (0.178[0.093,  N] + 0.0004𝑥1[0.0002,  N] − 
0.001𝑥2[0.0002,  S] + 0.003𝑥3[0.0007,  S])

The fitted G-PRM for log link function using real data 
is given by.

𝑦̂ 𝑖 =  𝑙𝑜𝑔(0.946[0.343, S] − 0.001𝑥1[0.0007,  N] + 
0.009𝑥2[0.0002,  N] − 0.011𝑥3[0.001,  S])

where the square brackets contain the standard errors 
of the estimated parameters. The letter N represents the 
non-significance and S represents the significance of the 
regression coefficients.

CONCLUSION 

Like other models, influential observations also affect 
the G-PRM estimates. The G-PRM is estimated under 
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various link functions. So, in this study, we compare the 
performance of two influence diagnostic methods with 
different link functions for the identification of influential 
observations to find a suitable diagnostic method and a 
link function in the G-PRM. For these purposes, we con-
sider inverse, identity and link functions. We use the two 
influence diagnostic techniques, i.e. Cook’s distance and 
DIFFITS to diagnose the influential observations with 
considered link functions. To evaluate the performance of 
G-PRM diagnostic methods with different link functions, 
we use the Monte Carlo simulation and a real application. 
Simulation results show that for all sample sizes, the per-
formance of the Cook`s Distance with log link functions 
is better than the DFFITS methods. While for large disper-
sion and small n, the performance of the cook’s distance 
is better than the DIFFITS method. Similarly, for large 
dispersion and large n, the performance of the cook’s dis-
tance and DIFFITS is the same in detecting the influential 
observations. The real-life application results also support 
the simulation results. We strongly recommended a Cook`s 
Distance for the G-PRM to the detection of influential 
observations under different link functions. 

Future research recommendations, there are dimensions 
which still need to be explored. This study covers the influ-
ence diagnostics with different GLM residuals under differ-
ent link functions in the G-PRM. These can be extended to 
GLM influence diagnostics with one biased (Ridge) estima-
tion, modified ridge estimation, Liu estimation, modified 
Liu estimation and Stein estimation methods.
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