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ABSTRACT

Training datasets are not the only elements affecting the overall prediction system; data mining 
parameters also have effects on the implementation processes that need to be taken into account. 
The purpose of this research is to investigate the influence of the main characteristics of the most 
used data mining approaches on anemia prediction. In this context, for the K-Nearest Neigh-
bour (K-NN) approach, it is critical to define the k-value to specify the number of points used to 
measure the distance between various types of classes. Furthermore, the Local Weighted Learn-
ing (LWL) has a kernel value that specifies the width of the search process used to generate the 
LWL weight function. The Sequential Minimal Optimization (SMO) has an n-tuple alpha value 
that is determined by the training data in order to meet the Kraush Kuhh Tucker (KKT) condi-
tion and speed up the prediction process. When a superior choice is optimized for each strategy, 
these data mining methods are shown to produce high-performance predictions. It has also been 
noticed that the number of features and dataset size have an impact on the performance of these 
methods. In this study, feature selection methods and mining methods are compared in terms of 
appropriate selection of parameters and dependency on dataset information. The methods pro-
posed here have predicted anemia more accurately than prior versions of each method. For the 
applied dataset, the features are reduced from 11 to 8. In addition to this feature reduction and 
parameter selections of a good method, i.e. K-NN, has an increase of about 3.8% in prediction 
performances based on the proposed model.
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INTRODUCTION 

Various studies reveal that anemia is the most known 
blood disease in the world [1]. According to the World 

Health Organization (WHO), anemia is a disease in which 
the number of red blood cells and therefore the oxygen-car-
rying limit are not sufficient to meet the needs of the body 
[2]. Ordinary hemoglobin and hematocrit levels vary with 
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age and gender. If the value falls below the normal adequacy 
limit for the age and gender, frailty exists. The researchers led 
this study to assess 189 nations, both sexes, and 20 distinct 
age groups, using information and resources from an exist-
ing dataset uploaded by WHO in 2010, and to investigate 
the severity of the condition worldwide. They discovered 
that 32.9% of people globally suffer from iron deficiency. 
Iron deficiency is more common in children under the age 
of five and women. The most prevalent kind of weakness is 
iron deficiency pallor [3]. Pallor, which largely impacts per-
sonal pleasure, is both an illness and a side effect of many 
real infections, so treating it can be critical in general, and 
obtaining the correct result is the first step toward therapy. 
Anemia affects roughly 614 million women and 280 million 
children, according to practical and statistical estimates [4]. 
When AdaBoost was utilized, that study demonstrated 
excellent performance in terms of time, additional assess-
ment procedure, and Orange tool performance. That study 
emphasizes the possibility of utilizing machine learning to 
enhance health decisions for women and children.

Various machine learning techniques were also used 
for this purpose [5], with the researchers relying on demo-
graphic data, specifically non-Hispanic black women and 
naturalized citizens. According to the researchers, DT fared 
best in their trials and can be utilized to improve healthcare 
by delivering low-cost, high-quality care. Some other stud-
ies, such as [6], focused solely on children and those under 
the age of 5. Their studies concentrated solely on blood tests 
and other anemia-related indicators. The researchers used a 
Random Forest Tree to apply their technique to a noisy data-
set. These results are improved by approximately 0.2% for a 
balanced dataset and the same RFT version. According to the 
rule-based paradigm reported in the literature [7], research-
ers and health organizations generally included women, 
especially pregnant women, in their studies. Researchers 
identify the key features that influence prediction perfor-
mance, such as age, nutritional education status, and diver-
sity. The researchers employed OneR for this purpose and 
improved the prediction accuracy for pregnant women by 
roughly 12.4%. Furthermore, novel hybrid techniques have 
been developed to forecast this disease based on pertinent 
biological data [8]. In that study, an enhancement for this 
goal was proposed, using Binary PSO as a feature selection 
method. The PSO was used in combination with the SVM 
approach to produce a reliable treatment decision.

In addition, the effect of the number of patients and 
non-patients was investigated in the literature as a major 
determinant [9]. To accomplish this, image augmentation 
techniques were utilized on anemia-related medical images 
from selected samples, which were then combined with 
Colour space mapping for data analysis using the ANN. In 
the same prediction procedure, an Extreme type machine 
learning application was proposed to improve various strat-
egies, such as a single layer Feed Forward network version 
in the hidden section [10]. This model identified beta thal-
assemia phenotype and iron deficiency. In a study in North 

East India [11], five ML approaches, including Naïve Bayes, 
were successfully utilized. However, only Random Forest 
outperformed the other approaches with 15 characteristics. 
In addition, many datasets encompassing around ten thou-
sand patients with various kinds of anemia were reviewed 
[12]. NB and other techniques were used to detect these types 
at a minimal cost and in a short amount of time with good 
performance. Because of the diversity and applicability of the 
anemic dataset, the researchers decided to include other rel-
evant patients, such as young female students [13]. In a study 
on anemia prediction based on palm-to-spot differences, five 
techniques were applied [14]. In the corresponding study, 
NB provided higher performance for different datasets col-
lected from various hospitals. It is seen that these studies can 
play a role in guiding many researchers [15]. In the relevant 
study, researchers claimed that 40% of children under five 
years of age are anemic. In that paper, a feature selection with 
RFT was applied to provide accurate results and indicate the 
relationship between variables. Also, factors affecting treat-
ment decisions such as drug availability and legal restric-
tions are indicated in the study. Computer-aided decision 
making and analysis are widely used in the medical industry. 
In this study, a technique was devised to help and support 
the specialist in detecting different types of anemia. In the 
same context, previous work on predicting desired types was 
examined and assessed [16, 17]. Hybrid models have also 
been utilized in the literature [18-20]. A computer-aided sys-
tem was developed to present research in medical education. 
This was one of the first studies to use a computer to diag-
nose anemia. PlanAlyzer [21], introduced to the academic 
community for a diagnostic process such as heart disease, 
was designed to clarify approaches for students to identify 
a common medical condition. Furthermore, researchers 
reported in one study that after testing and assessment, the 
curriculum was reviewed and introduced to cardiology and 
hematology departments to teach the diagnosis of a condi-
tion such as anemia and chest discomfort. The WEKA data 
mining tool has been also used to design a classification sys-
tem to identify types of anemia based on multiple parameters 
extracted from the samples. The researchers applied various 
techniques to detect four types of anemia with 10 attributes. 
The C4.5 decision tree method had a success rate of 99.42%, 
which was higher than the 88.13% success rate of support 
vector machines [22].

Here, the effectiveness of various approaches such as 
data mining in anemia prediction has been investigated 
comparatively by considering the primary parameters. The 
K-value, which indicates the number of points to measure 
the distance to various class types, should be defined for 
the K-NN technique. In addition, a kernel value (T) for 
the LWL indicates the search width used to determine the 
LWL weight function. The KKT condition is satisfied by the 
SVM with n-tuple alpha values   dependent on the training 
data to speed up the prediction process. This study analyzes 
feature selection and mining strategies based on appropri-
ate parameter selection and dataset. Here, we consider the 
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applicable dataset, which consists of eight features. Except 
for feature reduction and appropriate parameter selection, 
the K-NN improves prediction performance by 3.8%.

DATASET

Samples have taken for 539 patients with 11 features. In 
this study, the features for each subject were also reduced 
to 8. The samples include blood variables which have 
been read for each subject such that, Hemoglobin (HB), 
Mean Corpuscular Volume (MCV), Mean Corpuscular 
Hemoglobin Concentration (MCHC), White Blood Cell 
(WBC), Platelets (PLT), Red Blood Cells (RBC) and sex 
and age that were reported in the literature [23, 24].  The 
Hemoglobin (HB) located within the RBCs is a transport-
able protein that is composed of iron atoms. The RBCs are 
concave cells, and their nuclei contain the hemoglobin, 
but the nuclei are not useful. The MCH is an estimation 
that is determined from the HB level and the quantity of 
RBC. WBCs are responsible for safeguarding the body from 
infectious illnesses. HCT is a measure of the proportion 
of red blood cells in each volume of blood. MCHC is the 
amount of the concentration of blood in each area. PLTs are 
small, disc-shaped elements in the blood that help in clot-
ting and are also classified as blood cells. MCV is the same 
expression of MCHC but for a specific sample, and other 
biophysical variables like gender and age are also consid-
ered. Because the natural hemoglobin levels in the body dif-
fer between males and females, the ratio is typically one to 
two, with males having higher levels, and vary according to 
age. For the data, it has been considered that blood diseases 
are (1) iron-deficiency anemia, (2) deficiency in vitamin 
B12, (3) thalassemia, (4) sickle cell, and (5) spherocytosis.

CLASSIFIERS

Classification is the procedure of predicting to which 
class a given set of data points belongs to. For this study, it 
is necessary to design an approximation of a mapping func-
tion (f) that transforms the input data (X) into the desired 
discrete values (y), considered as a prediction system. Data 

science utilizes classifiers, which are a kind of machine 
learning algorithm, to designate a class identification to 
data input. Classifier algorithms use advanced mathemat-
ical and statistical techniques to calculate the probability of 
input being categorized in a certain manner. In this study, 
the following classifiers have been utilized. For defining 
parameters that are related to functions, such as ML, [25] 
presented a minimal defining of blocks in shift space. This 
study established the properties of synchronized compo-
nents in sub-shifts which are dependent on many classifiers 
such as two applied classifiers in this paper.

K-Nearest Neighbor (K-NN)
K-NN is a simple algorithm to seek a new point that 

belongs to different classes based on an equal measurement. 
The term neighbors means that any point that is considered 
a new point must belong to an old neighboring point by add-
ing it (generic old instances). Suppose there is more than 
one point, then by adding them it will be classified accord-
ing to the closest class. According to Figure 1, K-NN shows 
that the prediction varies with the value of k. For example, 
if k is equals to 10, this means that 10 points are in the clas-
sification circle and these points have 4 classes. K-NN will 
assign new points to any close and counted class. As shown 
in Figure 1, there are newly added points to the samples 
(2, 4, 3 and 1 point) belonging to each class (Disease type 
1, 2, 3 and type 4) respectively. Starting with 10 as k-value 
means selecting 10 points close to a center point, according 
to Figure 1, the majority of points belong to disease type 2 (4 
points), therefore, K-NN can be written as a class 2 for k is 
equals to 10. When k is equals to 13, a new point is added to 
the old instances so that there are 19 points. But at this value 
of k, K-NN is represented as a disease type 4 due to the newly 
added points. In this paper, it was important to choose the 
value of k to give optimal solutions using the cross-validation 
technique. To find the minimum distance between points, it 
is done by applying two types of distance calculation meth-
ods (Euclidean and Manhattan). K-NN can be applied for 
disease prediction, such as heart disease as in [26], or it can 
be combined with a genetic algorithm as in [26], with simi-
lar types of measurement factors. Several papers have proven 

Figure 1. Description of the K-NN algorithm based on K-value.



Sigma J Eng Nat Sci, Vol. 43, No. 2, pp. 655−664, April, 2025658

that K-NN gives better results when compared to other 
machine learning techniques, as in [27-29].

Locally Weighted Learning (LWL)
LWL is not a parametric method, it depends on the 

training data. If the shape or pattern of the collected dataset 
is unknown, the closest points to be tested can be estimated 
based on the closest samples. The overall prediction pro-
cess is enhanced by assigning greater weights to data points 
closer to the tested point. The simple description of LWL in 
Figure 2 shows how the relation between patient parame-
ters and the disease type of Anemia have measured.

In the LWL, training data is important as a definition of 
parameter to make a prediction, because the system should 
specify which points are new to the testing points. In this 
model, T is the affected parameter to determine the width 
of the kernel function where the w(i) is the weighted func-
tion which measures distances between the tested point and 
all other points in the training data to provide a weight as 
in Equation 1.

 Kernel Weight(i) = exp{-((x(i)-x))2/2T2} (1)

Here i is the number of training data, and x is the test 
point, it showed the effect of the T value on the weight and 
distance calculation process as shown in Figure 2, when 
T = T1, LWL has more points close to the tested one. T2 
provided fewer points to the LWL model. The T parame-
ter is chosen according to the training and testing data not 
defined or even learned by LWL, for this reason, it’s called 
hyperparameter. The denominator of the kernel weight 
defines the distance condition between the training and test 
data, if the distance is close to the training data, the denom-
inator is equal to zero, while the weight kernel is usually 
close to 1 or the highest value of the kernel. If the distance 
is large, the denominator is larger, then w(i) is close to zero. 
The differences between the standard and LWL regression 
mode are shown in Equation 2 to find the optimum value as 
in [30-32]. Here x represents the training data, w represents 
the weight, and Y represents the class type.

  (2)

Ripper
It refers to minimizing errors by incremental repeated 

methods. Ripper modifies the performances of the 
Decision Tree (DT) by evolving multiple iterations which 

Figure 2. Description of the LWL algorithm based on T-value.

Figure 3. Ripper steps to gain optimal solutions with several epoch numbers.
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can be presented in three steps: Growing, Pruning, and 
Optimization. At the first step, it is applied the same steps 
of the DT to make the corrected path according to data and 
its attributes. All attributes are added and checked by the 
Growing DT process until no longer a need for any other 
entropy or adding process, then these rules are pruned 
directly. These steps will be repeated until getting or opti-
mizing the optimal solutions. Ripper applied for disease 
prediction and compared to other methods such in [33-36]. 
Figure 3 shows the steps of modifying the steps by using 
this model.

Sequential Minimal Optimization (SMO)
It is a sequential process to optimize the smallest 

sub-functions for each iteration step. In this technique, 
alpha values have been supplied from SMO to satisfy the 
constraint of the required problem. SMO alpha values are 
denoted as Lagrange multipliers which can be calculated 
easily. These multipliers should be identified first before 
working or applying any SMO Steps. Depending on training 
data numbers, n values of SMO Lagrange will be selected 
from all these defined alpha values. This is considered 
the smallest sub-problem. For any training dataset n(n-1) 
possibilities are derived, but at each iteration, two possible 
values have been selected to accelerate the convergence. By 

applying the KKT condition to discover the violation sam-
ples that need to be optimized in the next iterations. After 
finding a violation of training samples according to αi and 
αj, these two alpha values will be re-optimized while keep-
ing the rest of the alpha constants. The previous steps are 
repeated until all alpha values satisfy the KKT Conditions 
and no further sample violations are found. Any large prob-
lem is split into a small subproblem with two alpha values 
to speed up the computational process as described in [37-
39]. Figure 4 shows the anemia prediction steps based on 
the anemia dataset and considering the backward version 
of SVM (SMO).

Instance-Based Classifier (K*)
It is known as the Lazy learning process due to simple 

prediction based on new instance similarity with observed 
training dataset instead of building a model and following 
steps. It differs from DT and K-NN in memorizing all sam-
ples instead of building any model stored in memory and 
comparing new samples with saved samples. The decision 
is based on K* most similar instances, not distance metrics 
like in K-NN. This approach is considered memory inten-
sive due to storing all datasets with cost increment while 
dealing with large datasets. It struggles with generalization, 
especially when training data is noisy or has irrelevant 
features. It also has fewer parameters to be tuned for the 
overall process and widely used when having complex rela-
tionships between features and classes which makes other 
techniques difficult to build. In addition, K* is sensitive to 
outliers, high dimensional features and imbalanced classes 
when one class type is more repeated than another as men-
tioned in [40].

Logistic Regression Model (LLRM)
This approach which uses a function known as logistic 

function to model the relation for a given data belonging 
to a certain class has been widely used for binary classifi-
cation tasks. It is also simple to understand and interpret, 
making it suitable for explaining the relationship between 
target variables. It is also efficient for small datasets as well 
as for linearly separable attributes. However, this method is 
not suitable for complex datasets due to the linear relation 
assumption by this method. It is also like K* sensitive to 
outliers but limited to binary classifications which assume 
that observations are independent of each other leading to 
mistakes in some datasets as explained more in [41]. 

Feature Selection
Each data point on the features represents the predic-

tion process; a larger number of features may cause a harder 
prediction. Minimization of these attributes is important to 
select the features that have the most impact on the pre-
diction system by providing minimization on prediction 
time as mentioned in the literature [38]. High measure-
ment information makes it difficult to test and prepare 
common classification strategies. Determination of the 
property procedure solves difficulties which is done by a 

Figure 4. Anemia prediction steps based on the SMO with 
parameter optimization.
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few strategies like: Attributes Evaluation, Correlation, Pick 
up Ratio and Principal Component. This is also realized by 
applying reasonable-looking strategies related to each of the 
choice processes such as Best First and Ranker. From all the 
over-selecting strategies, WBC, Gender, and Age are the 
least affected features on the overall data. Even the feature 
selection techniques are different, as described in research 
[39], which provides the impact features of the Diabetic 
India database. In some articles, further selection tech-
niques have been applied by mixing the Genetic Algorithm 
(GA) with it as pointed out in the literature [42] or even 
applying it for different fields not just mining algorithms 
such in agriculture [43] and biomedical [44].

RESULTS AND DISCUSSION 

Samples have been taken for 539 patients with 11 fea-
tures for the first time of classification and before min-
imization of the features. The Instance Based Classifier 
(K*), LWL, RIPPER, SMO, K-NN classifier and Logistic 
Regression Model (LLRM) techniques have been applied. 
Each of the techniques has been measured for some param-
eters like Overall System Accuracy (corrected classified 
samples), MAE, RMSE as well as each class type param-
eters such as True Positive (TP) Rate, False Positive (FP) 
Rate, Precision, and Precision-Recall Curve (PRC) Area. 
First step was studying all these techniques under the same 
conditions for 11 attributes and 10-fold validation before 
utilizing of the feature selection. Table 1 shows the over-
all accuracy according to 11 attributes for the techniques 
of interest. This table shows that the SMO has the great-
est accuracy among all applied techniques. This is due to 
kernel transformation which assists to linearization of 
data. While LWL is the worst classification technique due 
to the weighted measurement of each sample according to 
the required neighbor sample which is sort of approximate 
value. For this reason, firstly data should be clearly identi-
fied and minimized for these types of techniques to provide 
more accuracy to Anemia data classification.

In addition, the same table has shown the results accord-
ing to two parameters MAE and RMSE. It has shown that 
SMO had the highest MAE and RMSE related to the same 
data which proved the benefits of using minimization of the 

features to make data more linear before dealing with these 
types of techniques. According to the SMO, weighted sam-
ples will be more accurate as distance with well-separated 
data is indeed classified. MAE refers to the error between 
each paired sample on the same data, which should be care-
fully minimized or regularized to ensure that the data is well 
classified with minimum absolute error. RMSE refers to the 
differences between the desired prediction samples and the 
actual corrected samples. This leads to some data parame-
ters being far from the corrected and classified samples. The 
aim of this work is to reduce these values as much as possi-
ble to get the best technique performances for such a type of 
non-linear data. After applying the feature selection to detect 
the most affected features on the overall samples as well as 
performance of the technique. Increasing system prediction 
efficiency and specifying a suitable method to determine 
these features so, workers in health institute, hospitals or even 
programmer can reduce time and cost for such a type of data 
classification. According to the attribute selection process, 
this is done by some methods such as Attribute Evaluation, 
Correlation, Gain Ratio and Principal Component. This is 
done by applying appropriate search methods related to each 
selection process: Best First and Ranking. From all the above 
selecting methods, WBC, Gender and Age were found as the 
least impact features on the overall data. This might be due to 
large distances between such a type of attributes could make 
the overall classification technique worse and less efficient. A 
new calculation of the same data but for 8 attributes were cal-
culated to be compared with the previous results that related 
to 11 attributes. Table 2 shows the same calculated parame-
ters for 8 attributes. 

The results shown in Figure 5 proved that after deleting 
three of these unusual attributes made the overall system 
performances better and enhanced the classification pro-
cess. Also, applied techniques reached the best algorithm, 
the SMO, in data classification after omitting three number 
of attributes. Figure 6 shows the overall MAE and RMSE for 
the data used. The same results are also obtained.

Another study has been done for this work to prove 
system enhancement after selection of the most signifi-
cant data. Figure 7 shows the performance of some classes 
according to the parameters compared such as TP Rate, 
FP Rate, Precision and PRC. This has led this study to the 

Table 1. Overall system accuracy, MAE and RMSE before 
feature selection

Method Accuracy (%) MAE RMSE
K* 83.3024 0.0585 0.2202
LWL 76.9944 0.105 0.2311
RIPPER 84.2301 0.0761 0.2154
SMO 84.6011 0.2291 0.3211
K-NN 81.4471 0.0645 0.2472
LLRM 83.7143 0.0758 0.1884

Table 2. Overall system accuracy, MAE and RMSE after 
feature selection

Method Accuracy (%) MAE RMSE
K* 84.7866 0.0531 0.2119
LWL 76.8089 0.1079 0.2324
RIPPER 85.5288 0.0464 0.2048
SMO 86.6419 0.2286 0.3202
K-NN 84.9722 0.0529 0.2225
LLRM 86.0853 0.0714 0.1849
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main points that really need to be identified and specified 
in these data.

Figure 8 has shown the SMO parameters for the first 
and third types of anemia after selection of features and 
deletion of three of the unusual features and shown that 
the SMO performances change after deletion of some of the 

non-essential features to obtain better defined samples than 
before. This is due to the data mining techniques depend on 
the distance of the data.

The results have been collected for all anemia classes 
and for all cases before and after feature selection. This 
study has also been applied for all the mentined techniques 

Figure 6. Overall system MAE and RMSE values for the 
applied techniques.

Figure 5. Overall system accuracy for the applied tech-
niques.

 
(a) (b)

Figure 7. SMO parameters for (a) the first type and (b) the third type of anemia without feature selection.

 
(a) (b)

Figure 8. SMO parameters for (a) the first type and (b) the third type of anemia with feature selection.
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to give a brief information about the impact of features 
on data inspection techniques. All techniques have been 
affected in some way by data deletion, such as LWL and 
K-NN as well as SMO. This led to better technical perfor-
mance, while other techniques provided approximately bet-
ter results for some classes.

CONCLUSION

Attributes are considered as the classified features of 
each sample data provided to data mining techniques. The 
strategies here have been discovered to have a significant 
impact on their performance after identifying the efficient 
attributes. For each selection method, the search algorithms 
and feature selection techniques have been used to find the 
useful features. The WBC, gender and age have been shown 
to have the least significant impact on the overall data. This 
is because of the high distance between these attributes and 
for the overall samples. However, datasets with relevant 
attributes are the only factors affecting the performance of 
any model. Data mining-related parameters have also been 
shown to have a significant effect on this objective. As a 
result, a variety of approaches have been implemented to 
concentrate on these factors and their effects. For example, 
for the K-NN technique with better selection and opti-
mization, the k-value has increased the K-NN prediction 
from 81.4% to 84.9% with feature minimizations. It has also 
been concluded that a good selection of the KKT provides 
a 2% increase in the SMO prediction. Furthermore, it has 
been discovered that the SMO performs the best before 
and after feature selection, with roughly 84.6011% and 
86.6419%, respectively. It has been demonstrated that when 
researchers properly choose features and method-related 
parameters for classification and prediction, they can easily 
produce improved results. The results produced have indi-
cated that this improvement in prediction for commonly 
used methodologies is in addition to numerous important 
metrics such as MAE and RMSE. As a suggestion for future 
research, one can optimize this data and remove features to 
improve the overall classification process.

NOMENCLATURE 

T Effect parameter
w(i) The weight function
i Training dataset number
x Testing point
w Weight of LWL technique
Y Class type
n Training data numbers
f Mapping function 

Greek symbols
α Lagrange alpha values
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