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ABSTRACT

In digital electronic devices, the IC3-FPGA circuit plays a significant role in various applica-
tions in the networking, medical, and communication sectors. Fundamentally, TCAM is the 
chef component in the circuit responsible for the searching and pattern-matching operations. 
The error in the TCAM disturbs the overall functions of the IC3-FPGA circuit, such as ad-
dressing errors, data corruption, addressing errors, and much more. Besides, TCAM errors 
lead to hardware failure in the networking systems. Therefore, it is essential to correct the 
TCAM errors in order to improve the system›s efficiency. To attain this, traditional researchers 
attempted to accomplish efficient TCAM correction but lacked efficiency. To resolve the prob-
lem, the proposed system employs ADCNN (Enhanced Content-Addressable Deep Convolu-
tional Neural Network) to enhance the efficiency of the TCAM (Ternary Content-Addressable 
Memory) correction system. The CNN is utilized for the capability of translation variance, 
localized weight sharing, etc.; however, it lacks long-term dependencies. To resolve the issue, 
the presented model incorporated a genetic algorithm for the weight-based fitness value in 
the ADCNN. Correspondingly, the input of the respective research is the gate level inputs, 
where the outcome is the error-corrected TCAM. The performance of the TCAM is evaluated 
using performance metrics such as area, delay, and power. Moreover, a comparative analysis 
of the presented system with the classical model is processed to expose the efficiency of the 
proposed method. The respective research is intended to contribute to the research related to 
the improvement of the TCAM system.

Cite this article as: Thapaswini PP. Enhanced content-addressable memory with ternary con-
tent-addressable neural network-based auto encoder. Sigma J Eng Nat Sci 2025;43(4):1276−1289.
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INTRODUCTION

The IC3-FPGA chip is a certain kind of FPGA circuit 
utilized for various applications such as IoT (Internet of 
Things), aerospace, networking, communications, etc. 
It comprises interconnects, logic blocks, and input and 

output interfaces. Consistently, TCAM (Ternary Content 
Addressable Memory) is the component in the circuit 
computer memory widely used by digital systems for high 
searching mechanisms [1, 2]. Particularly, EE-TCAM is 
the embedded and expandable function that delivers a way 
to arrange the usage of the TCAM memory in the design 
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applications with effective lookup functions[3]. The error 
in the TCAM affects the performance of the networking 
devices by disturbing the overall functionality of searching 
and matching operations. The TCAM errors influence the 
IC3-FPGA circuit in various factors such as search accu-
racy, degradation of efficiency, data integrity, etc. Moreover, 
this error impacts the operation with unpredictable and 
improper pattern matching and searching outcomes, which 
lead to issues in the devices, such as security vulnerabilities, 
routing errors, and dropped packets. Therefore, it is signif-
icant to correct the TCAM errors in order to enhance the 
efficiency of the networking devices. 

Correspondingly, several conventional models utilized 
diverse techniques for the enhancement of TCAM effi-
ciency. For instance, in the traditional model, the TCAM-
based framework utilizes a D-CAM block with 48 bytes 
TCAM in the 64-based lookup tables. The implementation 
of the conventional model has been processed with the 
size of 512 X 155 on Xilinx Virtex-6 FPGA. The outcome 
of the classical research represents better efficiency with a 
throughput value of 58.8% [4]. Congruently, power-aware-
based RPE-TCAM-based architecture has been utilized in 
the existing mechanism. Besides, it permits a part of the 
hardware for the process of the search function in the sys-
tem. Moreover, it has been used in broad space exploration 
for identifying the optimal amount of banks in the Xilinx 
FPGA. The experimental results illustrate better efficiency 
of the traditional model [5]. In the same way, an optimal 
weighted load balancing-based framework has been used 
in the classical method. Prefix matching TCAM rules are 
available for limiting the design in the expected partition. 
Besides, the algorithm has been implemented to identify a 
partition close to the expected one [6]. Correspondingly, 
ME-TCAM (magnet electric effect aided TCAM) has been 
designed for the enhancement of TCAM efficiency. Here, 
potential array level search and write efficiency has been 
used to evade large heating present in the magnetic devices. 

The outcome of the stimulation signifies better per-
formance [7]. Accordingly, numerous existing types of 
research utilized various techniques for TCAM perfor-
mance enhancement. However, the error correction-based 
TCAM model is limited in the classical systems. Moreover, 
efficiency is lacking in the error correction TCAM-based 
traditional models.

To solve the problem, the proposed study used a specific 
set of procedures for the TCAM error correction enhance-
ment efficiently. Predominantly, the Verilog function is used 
for the process of designing for correcting errors related to 
TCAM; thereby, the current model uses EE-TCAM. The 
sub-tables were processed for dividing and establishing 
memory of TCAM memory to the minor sub-tables. The 
memory division improved the memory resource utiliza-
tion in TCAM from accessible memory storage. In a sim-
ilar vein, SRAM cells in the TCAM stocks data, which is 
explored in the system. In the following, the data contained 
in the SRAM is encoded automatically with the method 

known as ADCNN (Enhanced Content- Addressable Deep 
Convolutional Neural Network) along with 16, 32, and n 
bits. Through this, a genetic algorithm is used for attain-
ing weight related fitness value for the function of encod-
ing. Moreover, the decoder layer processes the function 
of decoding that is related to correcting errors for SRAM 
bits. In conclusion, the proposed research performance is 
measured through power, delay, and area. The major con-
tributions of the proposed system are represented in the 
following:
· To employ ADCNN for the error correction in 

TCAM-IC3 FPGA circuit to enhance the efficiency of 
the system performance.

· To evaluate the performance of the error correction 
with particular metrics such as area, power, and delay.

· To reveal the greater efficiency of the respective method, 
a comparative analysis is carried out with the proposed 
system with existing research. 

Paper Organization
The paper is organized based on the effective techniques 

applied in enhancing the TCAM system by analyzing tradi-
tional models discussed in Section II. Section III indicates 
the technique of the proposed method. Further, the results 
accomplished by the respective method are depicted in 
Section IV. Finally, the conclusion with the future work of 
the respective model is signified in Section V.

REVIEW OF LITERATURE

The section represents the analysis of the various exist-
ing research in the detection and correction of TCAM. 

In the conventional model, protection architecture has 
been designed for SRAM-aided TCAMs. To attain this, 
utilizes a single-bit parity technique that has been used 
for the detection of fault with the minimum critical path. 
Besides, binary-encoded TCAM has sustained SRAM-
based TCAM to design low response time error correction. 
The outcome of the classical method signifies better effi-
ciency [8]. Similarly, the detection and correction of errors 
in the TCAM are constructed using the traditional model. 
For that, per word, DMC is utilized to ensure the reliabil-
ity of the memory. Besides, a protection code with a deci-
mal algorithm is used to identify errors in the TCAM. The 
experimental results signify the classical method attained 
better efficiency in the protection level against larger MCUs 
[9]. Accordingly, the traditional method focused on imple-
menting a low response time method in the SRAM-aided 
TCAM protection system [10]. Here, single-bit parity has 
been utilized for the detection of fault, and the upgraded 
binary encoded in the TCAM table is processed for low 
response time in the error correction. The experimen-
tal results signify better performance in the error correc-
tion and detection of TCAM [11]. Consistently, existing 
research implemented the correction of subtle errors in 
calculating data in TCAM. To accomplish this, N-SEARCH 



Sigma J Eng Nat Sci, Vol. 43, No. 4, pp. 1276−1289, August, 20251278

KEY TCAM has been utilized in the conventional method 
where the ternary memory uses the particular LUT for the 
matching function. Moreover, the amount of improper seg-
regation in the ratio of reduction with upsurge ratio in for-
bearance time and parameter has been used to identify and 
correct the errors. The outcome represents better efficiency 
with average time consumption and error identification 
[12]. 

Correspondingly, the ER-TCAM-based system has 
been used in the pioneering mechanism for attaining 
error-resistant possessions. Besides, single-bit parity with 
fault detection has been used with a slight critical path. 
Moreover, PMA has been designed in the classical system 
for the purpose of data transferring among chief memory 
to the devices. The stimulation outcome signifies better 
efficiency [13]. Likewise, LFSR based error detection has 
been built in the classical approach. Here, a low response 
time mechanism has been used for the LFSR-aided TCAM 
protection. Besides, the error correction system has been 
functioning in the lookup process in a recurrent manner. 
The stimulation outcome depicts better performance in the 
high search function and error correction in TCAM [14]. 
Similarly, binary encoded TCAM [15] aided table main-
tained SRAM for the upgrade mechanism for accomplish-
ing low response time error correction. Moreover, SRAM 
aided TCAM [16] in the detection and correction of errors 
with the size of 1024 X 40. The better performance of the 
classical model has been verified over the results [17]. In 
the same way, the existing model designed an error resil-
ience system in the LSFR-based TCAM for FPGA for the 
purpose of packet classification for open flow and SDN. 
It utilizes minimal overhead for enhancing the detection 
process where straightforward single bit parity has been 
deployed for fault detection. The simulation results repre-
sent better efficiency [18]. 

Similarly, a fault tolerance-based system has been con-
structed in the classical model for resolving failure or fault 
effects in the TCAM. For that, VLSI-aided architecture 
has been used for the simple XOR function in the signif-
icant bits. The outcome of stimulation represents better 
efficacy in the design of fault tolerance-aided TCAM [19]. 
Correspondingly, a soft error tolerance system has been 
built in the traditional mechanism through ML (Machine 
Learning) based techniques. Here, multiple-bit flip tolerant 
TCAM signifies the soft error problem with the X-keys. 
The techniques utilized in the conventional model are 
classified into two, such as, X-key matching and statistical 
training. Accordingly, statistical training has been used to 
define effective amounts in don’t care where x-ray match-
ing has been utilized to TCAM [20, 21] for correcting the 
bit flip errors. The experimental results represent better 
efficiency [22]. In the same way, numerous conventional 
techniques have been utilized in various strategies for 
the enhancement of TCAM for several applications [23]. 
However, error correction-based TCAM design is limited 
in the existing research. For instance, the design of TCAM 

on the basis of priority decision in the memory technology. 
For that, MNV-TCAM has been utilized in the traditional 
mechanism to achieve high reliable, high speed model [24]. 
Likewise, the design of error correction in the TCAM has 
been utilized in the parallel memory allocation through 
particular error-resilient properties. It has been intended 
to identify and correct errors in parallel data allocation. 
Besides, a priority circuit has been utilized to produce 
diverse levels of priorities with the data transfer among 
slave and master devices. The experimental outcome signi-
fies better efficiency [25]. 

Problem Identification
The section represents the limitations identified in the 

analysis of existing research.
· Several conventional studies focused on enhancing 

TCAM in various dimensions. However, error correc-
tion-based TCAM is limited in traditional models [20, 
21]. 

· Most of the classical methods centered on the detection 
of fault or error in TCAM, where correction of error or 
fault is inadequate in existing systems [18, 22]. 

PROPOSED METHODOLOGY

The TCAM errors influence the searching process in 
the IC3 FPGA system by disturbing the functionality and 
efficiency of the IC3-FPGA circuit. To resolve the problem, 
several models utilized various techniques but lacks in effi-
ciency. To overcome the issue, the proposed system used 
ADCNN for error correction in TCAM. The figure.1 rep-
resents the design flow of the respective method. 

Figure 1 signifies the methodological flow of the pre-
sented research. From the figure, it is identified that the 
projected system possesses a certain set of procedures for 
error correction in TCAM. Accordingly, the proposed sys-
tem’s input is the gate-level input, and the expected output 
is the error-corrected TCAM. Correspondingly, efficiency 
is calculated using performance metrics such as delay, 
power, and area. 

Primarily, the Verilog function is initialized to design 
the error correction-based TCAM where the proposed 
model utilized EE-TCAM. The sub-tables are processed for 
establishing and dividing the memory of TCAM into the 
minor sub-tables. The division of the memory enhances the 
utilization of memory resources in TCAM from the obtain-
able memory space. Accordingly, SRAM cells in TCAM 
stocks data that is searched in the system. The data in the 
SRAM is auto-encoded with the technique called AE-DNN 
(Auto Encoder Deep Neural Network) with 16, 32, and n 
bits. From that, a genetic algorithm is utilized to obtain 
weight-based fitness values for the encoding function. 
Further, the decoder layer processes the decoding function, 
which is based on the error correction for the SRAM bit. 
Finally, the performance of the respective research is calcu-
lated using area, power, and delay. The detailed description 
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of the proposed techniques is deliberated in the following 
subsections:

EE-TCAM Sub-Tables
The EE-TCAM sub-tables are the particular mecha-

nism of arranging and separating the memory into sub-ta-
bles. The division of the memory improves the utilization of 
data resources in TCAM from the memory space. Besides, 
it supports maintaining and assigning memory for certain 
requests. In the respective system, EE-TCAM sub-tables 
are embedded with the greater structure of TCAM, which 
enables better table lookups for packet forwarding and 
processing. 

SRAM Block
The SRAM is the type of memory that stocks data in a 

manner of static state. It is used as the cache memory in the 
TCAM for a better search mechanism. Compatibly, TCAM 
utilizes the capabilities of SRAM and CAM for better speed 
searching functions and matching purposes, which are 
based on the memory cells in the system. Correspondingly, 
SRAM cells in the TCAM make effective searching with 
the particular type of content and pattern. The data in the 
SRAM is stocked in the size of 16 bits. 

Encoder and Decoder Layer – Auto Encoder Deep Neural 
Network

In the respective method, data in the SRAM is pro-
cessed with the auto encoder function with DNN based 

mechanism. For that purpose, genetic algorithm-based 
weight optimization is used in the presented model. 
The proposed model employs DNN based mechanism 
for the enhancement of the error correction in TCAM. 
The figure.2 represents the architecture of the projected 
approach. 

Figure. 2 signifies the architecture of the presented 
method where DNN is used for the auto-encoder mech-
anism. This system comprises SRAM data with a low-di-
mensional depiction and a decoder network for rebuilding 
the original input data. The process of integrating the 
autoencoder with TCAM identifies the variance in the 
data, which is further corrected in the respective model. 
Therefore, DNN for the auto encoder that enhances anom-
aly detection in TCAM. Initially, DNN identifies an error 
in the SRAM block. Accordingly, encoding of data stocked 
in SRAM bit, which includes the addition of redundant bits 
to the original data for the process of error correction and 
detection. Here, a genetic algorithm is utilized for weight-
based fitness value. Further, the allocation of supplemen-
tary memory in the SRAM bit stocks the redundant bits 
that are produced in the encoding mechanisms. Then, in 
the process of reading data from the SRAM bit, encoded 
data is recovered with the decoding mechanism. 

Convolutional Neural Network
CNN is the type of artificial neural network for the 

detection and classification of particular features in the 
data. The advantages of using CNN are localized weight 

Figure 1. Design flow of the proposed model.
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sharing, translation invariances, hierarchical feature learn-
ing, parallel processing, etc. The figure.3 represents CNN 
architecture. 

The figure.3 signifies CNN architecture. The chief fea-
ture of CNN is the capability of automatically learning and 
taking related features from the input data with the convo-
lution function. It comprises of learnable filters to the input 
data to identify specific patterns and features. Further, 
pooling and fully connected layers in the CNN enhance 
the detection performance. The pooling layers minimize 
the spatial dimension of the feature map, which supports 
extracting significant features in the data where fully con-
nected layer process prediction with extracted features. The 
pseudo-code of CNN is signified in the pseudocode.1. 

Correspondingly, CNN contains various advantages 
in the prediction mechanism, but it still comprises certain 

limitations, such as the incapability of taking long-term 
dependencies in the data. To overcome the limitations, 
DCNN is utilized in the respective research. 

Deep Convolutional Neural Network
The DCNN is the variant of the CNN mechanism 

that overcomes the problem of apprehending long-term 
dependencies by using a dilated convolution function. It 
is the atrous convolution function that uses space among 
the kernel elements in the function of convolution. This 
process enhances the amount of parameters in the system. 
Correspondingly, forward propagation is utilized to gener-
ate a set of hidden units at the top of the convolutional layer. 
It is processed to define the activated unit for every epoch. 
The algorithm.1 signifies the process in the deep convolu-
tional neural network. 

Figure 2. Architecture of proposed model.

Figure 3. CNN architecture.
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Performance Analysis
The proposed model›s performance is calculated using 

the performance metrics to analyze the efficiency of error 
correction in terms of area, power, and delay. 

RESULTS AND DISCUSSION

This section represents the outcome attained by the pre-
sented method, depicting EDA (Exploratory data analysis), 

performance metrics, performance analysis, and compara-
tive analysis. 

Exploratory Data Analysis
The EDA is used to view and analyze the input data. 

Figure 4 signifies the input and output of the presented 
model. 

Figure 4 signifies the input and output of the respective 
research, where input is the gate-level input and outcome is 
the error-corrected TCAM. 
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Tools and Requirements
This section deliberates the tools and required fac-

tors needed for the respective research in TCAM error 
correction. 

Chip - IC3 FPGA
Tool - XILINX - VIVADO 2018.2

Performance Metrics
The section represents the performance metrics utilized 

to analyze the efficiency of the respective research. 
1. Area
 The chief significant parameter of large parallel devices 

is an area that enhances the efficiency of the system. 
This inspires the technique to utilize several cryp-
tographic implementations.

2. Power
 Encryption is deliberated as an essential part of the sys-

tem that utilizes a certain volume of exceptional posses-
sions like memory, CPU time, and battery power. The 
power is evaluated by computing the energy utilized per 
unit of time.

3. Delay
 A propagation delay is initiated when the key trans-

ported is late to receive. If the delay decreases, the sys-
tem›s efficiency and optimization increase.

Experimental Results
This section depicts the outcome of the projected sys-

tem. Figure 5 signifies the circuit layout of the presented 
system. 

Figure 4. Input of the proposed method.

Figure 5. Circuit layout of the respective method.
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Figure. 5 depicts the circuit layout utilized in the pro-
posed mechanism. It represents the IC3 FPGA chip uti-
lized in the projected model for error correction TCAM. 
The figure.6 signifies the circuit gates used in the proposed 
approach.

Figure. 6 depicts the gates in the TCAM of the IC3 
FPGA chip. The figure.7 signifies the circuit stimulation of 
the respective system. 

Figure 7 illustrates the stimulation of the proposed 
method. Table 1 and Figure 8 represent the result of the 
proposed mechanism. 

Figure 8 and Table 1 describe the result attained by the 
proposed mechanism in error correction in TCAM. The 
respective model attained an efficiency of 97%, which sig-
nifies greater efficacy. Here, power consumption is 31.06 w, 
revealing the proposed model’s lower power consumption. 

Comparative Analysis
The efficiency of the respective system is compared 

with the existing research to evaluate the performance. The 
outcome of the comparative analysis is signified in this sec-
tion. Table 2 and Figure.9 signify the comparative analysis 
of the proposed model with the existing method.

Figure 6. Circuit gates of the IC3 FPGA chip.

Table 1. Outcome of the respective method 

S.no Performance metric Outcome
1. Efficiency 97%
2. Delay 3.066
3. Area 4.156
4. Power 31.605W

Figure 7. Circuit stimulation of the presented model.
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The Figure 9, Figure10 and Table 2 signifies the com-
parative analysis of the presented mechanism with the 
classical approach. It is identified that the proposed system 

outperforms the existing model by attaining a maximum of 
2.91 and a minimum of 1.456 lesser delay values, a maxi-
mum of 165 slices, and a minimum of 25 slices lesser amount 

Figure 9. Comparative analysis of proposed model with traditional method.

Table 2. Comparative analysis of respective system with classical model

Method Propagation delay (ns) No of SLICES Power consumption
CF 6.035 47 3.004
TBDD 5.048 197 5.87
PPRM 5.552 120 1.57
MPPRM 4.581 76 1.568
Proposed 3.125 32 1.024

Figure 8. Outcome of the presented method.
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of slices value. Besides, it accomplishes a maximum of 1.98 

w and a minimum of 0.546 w, lesser power consumption 

than the conventional method, which represents the greater 

efficacy of the presented approach. Correspondingly, Table 

3 and figure.11 depicts the comparative analysis of the pro-
posed system with the existing model.

Figure 11 and Table 3 signify the comparative analy-
sis of the projected system with the classical model. From 
the analysis, it is identified that the presented approach 

Figure 11. Comparative analysis of suggested model with existing method.

Figure 10. Comparative analysis of projected model with existing method.

Table 3. Comparative analysis of presented system with conventional model

Scheme Critical path time (ns) Throughput power (mW)
NIST 5.68 175.8 47.94
DOR 4.62 216.3 23.33
Dual stageT 3.63 277.4 13.21
Proposed 2.04 312 10.78
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accomplishes a maximum of 3.64 and a minimum of 1.56, 
less than the classical approach. Similarly, it attained a max-
imum of 136.2 and a minimum of 34.6, greater through-
puts than the traditional mechanisms. In the same way, 
for power consumption value, it attained a maximum of 
37.16 and a minimum of 2.43, lesser than the pioneering 
approach, which represents the better performance of the 
respective research. Correspondingly, table.4 and Figure.12 
signify the comparative analysis of the presented system 
with the conventional model.

Figure 12 and Table 4 depict the comparative analysis 
of the projected model with the traditional approach. The 
outcome of the comparative analysis represents the sug-
gested method attained a minimum of 12 and a maximum 
of 277, lesser than the traditional methods. Therefore, the 
proposed method attained better efficiency than the con-
ventional system. Similarly, Table 5 and Figure.13 signify 
the comparative analysis of the respective approach with 
the classical system. 

Table 4. Comparative analysis of proposed system with traditional model

Existing models Devices Slices Max.Frequency 
(Mhz)

Throughput 
(Gbps)

Throughput/Area 
(Mbps/Slice)

[14] Virtes-6 xc6vlx240t 32 699.37 5.57 170
This work Virtes-6 xc6vlx240t 31 724.638 5.79 187
[12] Virtes-5 xc5vlx20t 36 571.91 4.57 126
[16] Virtes-5xc5vlx50t 31 512.821 4.102 132
[17](non pipeline) Virtes-5 xc5vlx20t 34 303.79 2.43 71
[17](pipeline) Virtes-5 xc5vlx20t 37 571.91 4.575 124
[18](non pipeline) Virtes-5 xc5vlx20t 32 523.56 4.188 131
[18] (pipeline) Virtes-5 xc5vlx20t 35 617.25 4.938 141
This work Virtes-5 xc5vlx20t 17 644.33 5.514 303
[15] Virtes-4 xc4vf100 45 209.61 1.68 37
This work Virtes-4 xc4vf100 48 549.753 4.39 91
[13] spartan-3 xc3s200 69 327.22 2.62 38
This work spartan-3 xc3s200 63 338.295 2.71 43
Proposed spartan-3 xc3s200 62 328.295 2.86 26

Figure 12. Comparative analysis of respective approach with classical method.
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Table 5 and Figure 13 denote the comparative analysis 
of the projected system with existing research. From the 
analysis, it is identified that the suggested model attained 
3.55 lesser throughput and 1.78 lesser power consumption 
than the conventional model. Therefore, the outcome of the 
comparative analysis represents the better efficiency of the 
proposed model. 

Correspondingly, respective research utilized the 
advantages of ADCNN for the TCAM error correction 
and attained better performance with an efficiency value 
of 97%, delay of 3.066, area of 4.156, and power consump-
tion of 31.605 w. Moreover, comparative analysis results 
reveal the greater performance of the presented system. 
Consequently, proposed research in the error correction in 
TCAM with ADCNN attained better performance, which 
is verified through the results. 

CONCLUSION

The IC3-FPGA is a particular type of FPGA that can 
be configured and reconfigured with diverse digital logic 
functions for various applications like communication and 
networking, digital signal processing, medical devices, etc. 
The TCAM component in the FPGA is utilized for effec-
tive content-aided searching, high-speed pattern matching, 
or other functions. However, errors in TCAM can affect 

the outcome of the search process with inconsistent and 
incorrect pattern matching and can lead to routing errors 
and dropped packets. It is essential to correct the errors in 
TCAM to enhance the efficiency of system performance. To 
overcome the TCAM error, several conventional research-
ers attempted to attain better performance in the TCAM 
error correction. Nevertheless, lacks significant metric effi-
ciency, power consumption, throughput, etc. To resolve the 
issue, the proposed system utilized ADCNN to enhance 
the efficiency of TCAM error correction. The CNN is uti-
lized for the capability of localized weight sharing, transla-
tion invariances, etc. To resolve the limitation of long-term 
dependencies in the projected system, the ADCNN model 
is used in the proposed method. The input is the gate level 
inputs in the TCAM, where the outcome is the error-cor-
rected TCAM. Correspondingly, the performance of the 
proposed TCAM error correction is calculated using met-
rics such as area, power, and delay. Accordingly, the result 
of the respective research signifies that the presented 
approach attained an efficiency of 97%, area of 4.156, power 
consumption of 31.605W, and delay of 3.066. Moreover, the 
outcome of the comparative analysis exposes the greater 
efficiency of the proposed method. Substantially, in the 
future, the respective system can be improved by enhancing 
the efficiency value. 

Table 5. Comparative analysis of presented system with existing model

Method Block 
size (bit)

Key 
size (bit)

Cycles per 
encryption

Area 
(k GEs)

Working freq. 
(MHz)

Power 
(μW)

Throughput 
(Mbps)

Normalized 
power (μW)

Existing 128 128 186 5.4 10 10.01 6.88 10.01
Proposed 128 128 192 3.2 8.23 8.23 3.33 8.23

Figure 13. Comparative analysis of proposed system with traditional technique.
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