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INTRODUCTION

ABSTRACT

The nuances of opinion mining across varied datasets demands robust, generic models that
can efficiently handle varied emotions in a text. This work handles the stated problem by pro-
posing a novel ensemble-based model aimed at boosting both accuracy and interpretability in
sentiment analysis tasks, which is crucial for applications such as customer feedback analysis,
public opinion monitoring, and review systems. This article utilizes ensemble soft voting that
uses Support Vector Machine and Naive Bayes as base classifiers, leveraging state-of-art fea-
ture selection approaches such as grid search optimized LASSO and Chi-square. The rationale
of using these strategies due to their proven capacity of dealing high dimensional textual data
with reducing the variability. The proposed method was independently evaluated using three
publicly available datasets: Sentiment140, US Airlines, and Internet Movie Database, achieving
accuracies of 81.75%, 93.25%, and 93.2% respectively. The results depict the proposed model
adaptability with both balanced and imbalanced datasets and its strength to identify meaning-
ful features, affirming consistent performance throughout. This work innovation is in fusing
ensemble method with grid search-optimized LASSO for selecting the features, surpassing
current individual and ensemble models. This work pave the groundwork for future progress,
encompassing the extension to larger datasets and the integration of multiple emotion.

Cite this article as: Nisha, Kumar R. Optimizing textual sentiment recognition through LAS-
SO-basedfeatureselectionandensemblevotingtechnique.SigmaJEngNatSci2025;43(6):1915-1929.

domains where it has a major impact: decision-making,
pattern recognition, and Human Computer Interaction

Sentiment is the English word but originally rooted
from the French word “santement, sentiment”, which means
“to express” or “to convey feelings” An integral part of lan-
guage in human communication is sentiment [1]. When
faced with a challenging scenario, our emotions often guide
us to make important judgments. Artificial Intelligence
systems need to consider human emotions. There are three
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(HCI). From the past decade, research on emotion has been
flourishing exponentially. Far reaching availability of elec-
tronic devices, people largely engaged in spectrum of online
activities nowadays such as social media, shopping, video
games, online education, and related fields. The COVID-
19 epidemic has significantly increased the frequency of
these actions, which in turn has boosted their popularity
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and acceptability [2]. Existing literature demonstrated that
Machine learning (ML) and Deep learning (DL) techniques
are highly feasible to build the similar system, but have
substantial limitations such as more computational power
is required to build DL model for emotion detection, at
the same time ML classifiers can be less precise [3,4], [5].
Further the nature of data could be balanced or imbalanced
adding further complexity in detecting emotions. There
may be an imbalance in the data if one emotion is underrep-
resented in Textual Sentiment Classification (TSC) results
compared to others. This disparity arises from a variety
of causes, including gender and age differences, cultural
backgrounds, linguistic diversity, challenges in correctly
categorizing, the individual’s inherent emotional distribu-
tion, data collection constraints, and other related issues
[6]. Data preparation is the first stage in preparing the text
for further processing. Due to the absence of a defined data
model, the unstructured text is unfit for further processing.
Therefore, certain data preparation or preprocessing tech-
niques are required to reduce text size, eliminate noise, and
find relevant patterns [7]. When dealing with textual data,
it is necessary to employ text representations which trans-
formed unstructured text into structured vectors, enabling
ML models to analyzed them effeciently. BoW (Bag of
Words), TF-IDF (Term Frequency-Inverse Document
Frequency), Term Class Relevance (TCR), and phrase rep-
resentation are commonly employed feature extraction
techniques for textual data [8]. The aim of feature selec-
tion phase is to feed the classifier with a minimal relevant
feature by eliminating noise and redunandant features and
thus improving model’s performance [9]. Significant sci-
entific endeavors have been devoted to this field in previ-
ous years. Nevertheless, the problem of managing a huge
feature set from multiple domains continues to provide
significant challenges. LASSO (Least Absolute Shrinkage
and Selection Operator) and Ridge are regularization tech-
niques but have inbuilt feature reduction capability. This
research tackles this difficulty by utilizing a LASSO tech-
nique using a grid search. TSC has several use cases: includ-
ing customer feedback analysis, social media monitoring
[4], brand monitoring, product and service reviews, market
research [3], political analysis, tourism [10], financial anal-
ysis, healthcare [11], government intelligence, E-learning,
education, and most recent use case is scientometric analy-
sis where the goal is to examine the writers’ feelings as they
relate to citations in scientific papers [12]. This research
proposes a method for understanding textual sentiment
using ensemble ML voting classifier. The reason for this is
that ML models are simpler and more direct compared to
DL models. The effects of different text representation and
preprocessing techniques on English text with stemming
and lemmatization, to preprocessing, and to regularization
approaches such as LASSO and Ridge with inherent feature
selection are explored in this work to check their efficacy
in detecting sentiments. Here, the proposed Ensemble
Soft Voting Classifier leverages the computational power

of three distinct base classifiers, including Support Vector

Machines (SVM), Random Forest (RF), Naive Bayes (NB).

This work introduces a grid search optimized feature selec-

tion strategy to tackle the short textual dataset with diverse

domains. The high-dimensionality of the multidomain tex-
tual data results into the wide spectrum of vocabulary, thus
demands a strong feature selection method. Employing

Grid Search-based CV(Cross-Validation) feature selection

using LASSO, this study handles multicollinearity problem

in textual datasets by reducing dimensionality and feeding
relevant features for a model.

The main contributions of this work are detailed below:
o We introduced a novel grid search optimized LASSO

feature selection in conjuction with ensemble soft

voting which is capable of handling high dimensional
imbalanced textual data.

o The proposed framework is grouping of five unified
steps: data preprocessing, feature extraction and selec-
tion, training a model, and thus evaluation. The use
of multivariate feature selection LASSO in compare to
univariate Chi-square making the system more robust
and accurate.

o Proposed model leverages the ensemble soft voting for
final prediction which constitute three heterogeneous
base classifiers: SVM, RE, and NB. Grid search optimi-
zation is employed to automatically choose hyperpa-
rameters of these ML model.

o The proposed work is independently evaluated on
publicly available three textual datasets, such as
Sentiment140, US Airlines, and IMDB (Internet Movie
Database) aiming to enhance the task of sentiment anal-
ysis (SA).

o The experimental evaluation reveals that our proposed
ensemble framework in conjuction with LASSO feature
selection approach attains better classification accura-
cies than without feature selection.

The subsequent sections of the paper are organized in
the following manner: Section 2, presents the literature sur-
vey, which offers a comprehensive summary of the current
research in the field. In Section 3, the suggested design is
delineated, providing a comprehensive account of the fea-
tures incorporated and the classifiers under consideration.
The outcomes of conducted experiments are detailed and
evaluated in Section 4 of this study, which also contains the
experimental data. In the concluding section of this paper
Section 5, summarize the main results and conduct an
in-depth evaluation of the possible conclusions that may be
taken from this study.

Literature Survey

ML algorithms have recently made significant improve-
ments, which led to their widespread use cases in multi-
ple fields. Previous studies shown that ML can robustly
determine the toughness of Mode-I rock fractures using
metaheuristic optimization algorithms [13], as well as opti-
mize the compression of respiratory signals and predict
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financial system profits using DL models [14,15]. These
instances demonstrate how ML may be tailored to address
intricate, industry-specific challenges. Taking advantage of
this adaptability, we utilize ensemble techniques to tackle
natural language processing (NLP) and classification-spe-
cific problems in SA of textual data. Using ML [16-18]
and DL [19-22] for textual data classification and analysis,
has become an important application area in the field of
NLP. There have been a lot of research looking into differ-
ent ways to make sentiment detection systems better and
faster. The methods, datasets, and results of these works are

Table 1. Literature review summary

summarized in Table 1, which offers a comparative over-
view of important contributions to SA. In recent years, aca-
demics have made significant advancements in the field of
TSC by developing, refining, and comparing various fea-
ture extraction and selection methodologies, classification
algorithms, and databases. Significant contributions have
been made by researchers in the fields of ensemble learning
[23-25] and feature selection [16,17,24]. However, there is
a dearth of research undertaken on multidomain projects
incorporating different domains with large datasets.

Reference Dataset Feature selection Classifier Drawbacks
/extraction
[16] Sentiment140 POS NB Only 1000 tweets via random selection were
Movie review ME utilized in the experiments. Despite using less no of
instances; the model is not precise.
(17] Rotten Tomatoes N-gram SVM Potential difficulty in analyzing short Twitter
TE-IDF NB comments.
ME
(18] IMDB TF-IDF SVM The suggested hybrid feature selection technique
does not exhibit enhanced classification performance
on specific datasets, perhaps because of the limited
availability of high-quality training data.
[19] SST-1 POS CNN There are potential complexities in integrating DL
Restaurant reviews and rule-based methods which possibly affect the
scalability and interpretability of the model.
(20] US-airline, Word2vec CBRNN A too complex model with high computational
US-presidential Glove power.
election, BERT
IMDB,
Car reviews
[21] IMDB --- Hybrid CBRNN  The scaling of the model to larger datasets or
real-world applications may necessitate additional
computational and resource resources, which are not
taken into consideration.
[22] Sentiment140 Word2Vec LSTM Complex ensemble framework and adaptability
IMDB BERT Bi-GRU issues due to constant legth preprocessing.
[23] Twitter data TF-IDF Ensemble (LR- A small single-domain dataset is used and the
SGD) accuracy achieved is only 79%.
[24] Tourism reviews Rule based Ensemble SVM, The challenge of efficiently extracting valuable
NB, & RF information from voluminous and noisy user-
generated data.
[25] Movie Uni-gram SVM The study focused on the Turkish language and a few
E-commerce Bi-gram NB examples, allowing for potential generalizability to
. other languages or cultures.
Bagging
[26] IMDB, Word2vec Hybrid CNN- CNNs contain a multitude of convolutional layers
Amazon movie LSTM to capture long-term dependencies making the

model complex. Only one domain is captured during
modeling.
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Table 1. Literature review summary

Reference Dataset Feature selection Classifier Drawbacks
/extraction
[27] Twitter US Airline TE-IDF KNN, RE MNB A single-domain dataset is used. Extensive
ANN, LSTM, Bi- hyperparameter tuning is required
LSTM
[28] IMDB --- Bi-LSTM While the study highlights the potential of simpler
SST2 architectures, it lacks a comprehensive exploration
MR of interpretability and robustness across diverse
datasets, and a lack of robustness in handling
imbalanced datasets.
[29] IMDB TF-IDF LSTM The efficacy of the model could be significantly
Twitter US Airline  BOW enhanced through the incorporation of a variety of
. hyperparameter tuning with the base model, as its
SMS Spam Collection current accuracy fails to meet anticipated levels.
[30] Sentiment140 --- BERT This research was limited to a singular investigation
into the effect of word elongation on sentiment
classification, and encountered difficulties in
assembling the dataset.
[31] IMDB GloVe BERT The reliance on GloVe pre-trained word embedding
Twitter US Airline LSTM for data augmentation may limit the model’s
Sentiment140 adaptability to domains with specialized vocabularies
or dialects.
[32] IMDB GloVe RoBERTa BiLSTM A possible limitation of this research pertains to
Twitter US Airline GRU the computational requirements and complexity
Sentiment140 associated with the execution and enhancement of
the ensemble hybrid DL model.
[33] Twitter dataset Word2vec CLAS (CNN- DL models used in this research need substantial

LSTM-Attention- computational resources for both training and

SVM)

inference processes, hence imposing limitations
on their accessibility and scalability, particularly in
contexts with limited resources.

PROPOSED METHODOLOGY

The processing unit is a critical element in TSC systems
as it is tasked with extracting essential information from
the incoming text. Subsequently, a ML classifier is used to
determine the primary text sentence’s expressed subjectiv-
ity. Figure 1 depicts the proposed methodology used in this
work which makes the use of base classifiers as SVM and
NB coupled with LASSO as feature selection. This section
gives a synopsis of the classification methods used to build
the proposed model, as well as the datasets used, feature
extraction and selection, and model development.

Datasets

The proposed system’s effectiveness and scalability are
evaluated on various datasets, including three cutting-edge
ones, with both positive and negative evaluations con-
ducted, excluding neutral ones. The datasets for US airlines
reviews [34], IMDB review, and Sentiment 140 [35] were
obtained from Kaggle, IMDB review, and Twitter API. The
US Airlines dataset, which contains 11,517 tweets about six

US airlines, has an inherent imbalanced distribution. The
IMDB review dataset, which contains 50,000 reviews, has a
well-balanced distribution with 25,000 favorable and 25,000
unfavorable evaluations. The Sentiment140 dataset, which
contains 160,000 tweets, has an imbalanced distribution
with a mean word count below 115 words. The distribution
of original samples from the datasets as shown in Figure 2.

Data Preprocessing

The aim of this phase is preprocessing the disorganized
social media reviews for further classification. It goes over
a lot of different methods, such as Normalization which
involves a series of simultaneous activities, such as con-
verting text to lowercase, removing URLs, and eliminat-
ing punctuation, hashtags, and whitespace, to improve the
preparation process uniformity. Tokenization is the process
of breaking down large text fragments into smaller tokens,
dividing them into smaller units for efficient data analysis.
We used Wordnet tokenizer for this study. Stemming and
lemmatization, both destined to do same work. Stemming
removes prefixes, suffixes, and definite articles from words,
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Figure 1. Architecture of the proposed ensemble model.
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Figure 2. The distribution of samples from the datasets.
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Figure 3. Top 15 most common words after removal of stop words for IMDB, Sentiment140, and US airline dataset.

using hybrid, mild, and root stemming procedures, while
lemmatization merges words into a single word, elimi-
nating termination through morphological examination.
The conducted experiment utilized lemmatization due to
its perceived more meaningful linguistic representations,
despite the minimal impact of stemming or lemmatization
on accuracy. Stop words, such as “at” “is” and “the” are com-
mon in any language but not relevant to SA process. The
distribution of the top 15 words in corresponding datasets
after removing stop words are depicted in Figure 3.

Figure 4 represent before and after preprocessing results
on few reviews of sentimentl40 dataset which include
removal of hastags, punctuations symbols and others
which doesn’t add on subjectivity of text. Natural Language
Toolkit (NLTK) and Scikit-learn stop words used here to
enhance text preparation and reduce noise.

Feature Extraction
Words are too complex for ML techniques to compre-
hend, therefore feature extraction turns them into vectors
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cleaned_tweets_w/o_Stopwords cleaned_tweets_with_SW

text target
0 (@ home studying for maths wooot | im so going _to fa_il
this shit
Pickin up @misstinayao waitin on @sadittysash 2

1 hurry up...| odesee missed dem Table talk 2nite.. LOL -1
bout to be fat...

2 @ProudGamerTweet | rather average 32370 =

3 (@ofiicialnjonas Good luck with that 1

4 this song's middle change just doesn't want to be A
born..... arghhhhll

5 im starting my many hours of work now -1
Thunderstorms yesterday, more on the way. Looks like

6 |won't be online much again today. HAPPY FATHER'S -1
DAY

7 @cloecouturier Yes, | do have a few .. 4 Girls ._. You 1
son is 23 . all grown up now .. happens fastll

2 Last free travel at AP-1 hitp:/fyfrog.com/Ouvu5j -1

9 TF2 has updated but its way to late to play. looks like 1

I'll be spying and sniping my heart out tomorrow

(@PreternaReviews yeah, but, dude, that's the key
10 here. I'm a CHICK. Chicks wear pink. Especially the 1
ultra cool rocker chicks

-1 home studying for math wooot i am so going to fail this shit

pickin up waitin on hurry up i odeeee missed dem table talk

this song is middle change just doe not want to be born

i am starting my many hour of work now

thunderstorm yesterday more on the way look like i will not be
online much again today happy father s day

yes i do have a few girl you son is all grown up now happens
fast

1f ha updated but it way to late to play look like i will be spying

yeah but dude that is the key here i am a chick chick wear pink

home studying math wooot going fail shit

pickin waitin hurry odeeee mizsed dem table

nite lol bout to be fat talk nite lol bout fat

i rather average average

good luck with that good luck

arghhhh song middle change want born arghhhh

starting hour work

thunderstorm yesterday way look like online
today happy father day

yes girl son grown happens fast

last free fravel at ap free travel
updated way late play look like spying sniping

and sniping my heart out tomorrow heart tomorrow

yeah dude key chick chick wear pink especially

especially the ulira cool rocker chick ulira cool rocker chick

Figure 4. An illustration showcasing the results of before and after data transformation (Sentiment140 dataset).

in space. After comparing TF-IDF and BoW approaches,
TE-IDF was selected because of its better performance.
It improves the importance of important terms by quan-
tifying the rank of each term in a document, taking term
frequency and overall corpus frequency into account. The
following equation illustrates the process of calculating
TF-IDF using IDE.

total number of time a term present in the document

total terms in the document (1)
IDF (t,D) =lo L
’ g {d € D;t € d}| )
TF — IDF(t,d, D) = tf(t,d) * IDF(t,D) 3)

Here ' denotes the term in the document d" and D’
represents the full corpora of the document.

Feature Selection

Finding useful features in pre-processed text input is the
goal of feature selection, a method that improves the perfor-
mance of ML models. Thus, selecting the essential features
making model more transparent, maintain overfitting and
results into much better computional efficient. We exper-
minted with three feature selection methods here: Chi-
square, LASSO- feature selection method which proven
to be better accuracy than filter and reduced computional
overhead than wrapper method. It is done by adding a reg-
ularizer term which create sparsity to less important feature
thus refines the model’s foreseeability and transparency
[37]. When it comes to feature selection in SA with textual
data, LASSO works incredibly well since it automatically

removes redundant features, resulting in a model that is
easier to understand. LASSO helps concentrate on the most
relevant words or phrases by reducing the coefficients of
less important features to zero by incorporating an L1 pen-
alty into the model. This improves model generalizabil-
ity and lessens overfitting, both of which are essential for
managing big and frequently noisy text input in SA tasks.
This work assesses the efficacy of LASSO on balanced and
imbalanced textual datasets, despite the fact that its use in
feature selection for textual datasets has received less atten-
tion. By punishing big regression coefficients and deleting
extraneous characteristics from the model, the multivariate
approach LASSO performs exceptionally well on high-di-
mensional datasets such as text. Accordingly, we used grid
search-based cross-validation to determine the ideal regu-
larization value, which allowed us to accomplish our goal in
both balanced and imbalanced datasets. Excluding certain
words or keywords is a common way to do this with textual
data. Applying LASSO to textual data that has been pro-
cessed using TF-IDF produces effective results, as shown
in Equation 4.

1 o P 2 -
minimize | — i— j xij +az j
ani=1<y Z}_zlﬁ/ ]> 2, B0 | (4)

The Equation above represents the objective func-
tion of LASSO which build upon two components. First
is loss function which calulate mean squared error (MSE)
between the predicted (yi) and actual values (Z?zl Bj xij)
and also shows how well the model fits the data. The second
is Regularization Term (« 25'):1 |37 ) which applies a penalty
that is directly proportionate to the total of the absolute val-
ues of the coefficients (|f3j]), facilitates sparsity by reducing
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some coefficients to zero, hence executing feature selection.

The other variables used in Lasso equation are explained

below:

o n represents the number of text documents in your
dataset.

o p signifies the number of unique words extracted from
the text documents, which serve as feature space.

o xij signifies the presence or frequency of the j-th word
or term in the i-th text document.

« i signifies the output variable pertinent with the i-th
text document.

o Bjrepresents the coefficient linked with the j-th word or
term, signifying its importance in projecting the target
variable yi.

o « is the regularization parameter that controls the
strength of the regularization (penalty term) and model
tit (MSE term). Higher values of « result in more coeffi-
cients (f3j) being shrunk towards zero, effectively remov-
ing less important words or terms from the model.

A balanced relationship between sparsity (the simplicity
of the model) and predictive performance is guaranteed by
an ideal @, for this reason the ideal regularization strength
is found by methodically here by exploring several values
of a in Grid Search CV. Less important feature coefficients
are reduced to zero by the regularization process in LASSO,
which imposes a penalty on their magnitude. To encour-
age sparsity through the removal of irrelevant features and
simplify the model for improved interpretability, features
with lower correlation with the target variable are penal-
ized more severely. By keeping one feature from a set of cor-
related variables and rejecting the others, LASSO efficiently
handles multicollinearity and improves the model’s effi-
ciency and resilience. By improving generalization, decreas-
ing overfitting, and concentrating on the most important
features, regularization greatly boosts model performance.
This is especially important when dealing with high-di-
mensional datasets, such as textual SA, because the model
can easily get overwhelmed by irrelevant information. To
avoid underfitting due to over-regularization and overfit-
ting from under-regularization, it is necessary to properly
tune the regularization parameter (). Another benefit of
regularization is that it makes the model faster and easier
to understand by lowering the number of features which
is very helpful in case of high dimensional textual features.

SENTIMENT CLASSIFIER

SVM Classifier

The most widely used algorithm for SA provides high
precision for extensive datasets [38]. The SVM strategy use
hyperplanes to assess data and establish decision bound-
aries in this technique. SVM are a form of deterministic
supervised learning method commonly employed for clas-
sification purposes. The fundamental SVM is to identify the
hyperplane that may effectively split the data into multiple

groups. SVM aims to identify the hyperplane that has the
maximum possible margin.

Naive Bayes

NB is a Bayesian classification method using Baye’s the-
orem to determine the probability of a label from a set of
features. To classify texts based on presence/absence fea-
tures, Bernoulli NB (BNB) variant of NB is employed here,
which excels at representing features as binary or Boolean
[39].

Random Forest Classifier

RF is as an ensemble classifier, meaning it combines
the predictions of multiple DTs to get its final prediction
as shown in Figure 5. The model uses decision trees (DT)
trained on various datasets, with the final output deter-
mined by majority vote. It exhibits high resilience, stability,
and reduced overfitting. The ideal split is determined by
selecting features and building DT.

Ensemble Voting Classifier

Ensemble model works on “wisdom of crowds” that
capitalizes the power of multiple base classifiers, aiming
to build more accurate and robust predictive model. The
potency of ensemble method relies on the accuracy of their
constituent participating classifiers, necessitating that these
classifiers perform better than the top-performing individ-
ual classifier. The investigation involves examining the top
six classifiers to construct a customized ensemble technique
known as the voting classification model. Included in the
consideration are SVM, RF, BNB, SVM-Chi-square, SVM-
LASSO, RF-Chi-square, RF-LASSO, BNB-Chi-square, and
BNB-LASSO. However, the Ridge feature selection method
displayed inadequate performance and is therefore not

_ D1 Dn
() —— () «——
gy gy
/\/\‘\ y >
\ ) \ ] \ ) { )
Ry R /\\ r
|:| ()] = = = = N Y ) \||:|
L gy /\/ /\/\
&) @) / Yy Y O
) S [ RN Ry
o Fan
(] (]
Ry p |:|

Majority Votes

Figure 5. Random Forest classification procedure with
n= tree count.
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being considered for the final classifier selection. Soft vot-
ing has been used in this work indicating that the predicted
class labels are determined based on the argmax of the sums
of predicted probabilities, suitable for combining probabili-
ties from multiple classifiers. Since in this work, a soft voting
classifier is used, the probabilities from each base classifier
are combined, and the class with the highest combined
probability is chosen as the final prediction. Subsequently,
the voting strategy achieved the best accuracy in sentiment
prediction out of all the approaches examined by aggregat-
ing the classifier’s outputs using an average weighting meth-
odology. Here’s the corrected equation:

n
P(votings,r) = argmax (z w; P;(class))
i=1

In this equation:

o P(voting) represents the probability of the voting
classifier.

o wi represents the weight allocated to the ith base
classifier.

« Pi(class) represents the probability predicted by the ith
base classifier for a particular class.

« nrepresents the total number of base classifiers.

In the soft voting process, the final class prediction is
determined by computing the weighted average of the pre-
dicted probability for each base model. Its performance on
binary classification is enhanced by this ensemble strategy.
However, ensemble model can be computationally expen-
sive sometime, but in this work the main aim is to improve
the performance like accuracy and F1 measure. So, the
capacity of this technology to assess text content in a bal-
anced and sophisticated way makes it unbeatable by com-
plex sentiment patterns.

The ensemble voting classifier’s procedure

1. Gather the data using a suitable group of features.

2. Dataset is splitted into two parts: one for training and
one for testing. Eight to two is the ratio that was noted.

3. Individually train SVM, RF and BNB classifiers using
a designated training set with or without feature selec-
tion methods. Chi, LASSO, and Ridge were used in this
study.

4. All classifiers should be utilized to make predictions for
the labels of the testing set.

5. Utilize the soft voting procedure to merge the predictions
of classifiers. SVM and BNB with LASSO and Chi-square
as these two are giving promising result in this work.

6. After the optimization of the ensemble classifier, it gains the
ability to make predictions on novel and unobserved data.

EXPERIMENTAL SETUP

The model described in this study was implemented
using the following modeling environments: The brows-
er-based interface of Jupyter Notebook an open-source
application was utilized to provide freedom for act equally
in local and cloud contexts. Google Colaboratory, a Google
Research tool, was used for model implementation using
Python version 3.7.13, along with various libraries like
NumPy, Pandas, Scikit-learn, and Matplotlib. The proposed
model was developed and evaluated in a thorough and flex-
ible environment made possible by the combination of vari-
ous technologies. Additionally, three ML algorithms—SVM,
RE, and BNB that are widely used in text categorization
were included in the study for a more thorough evaluation.
These three methods made use of the Bow and TF-IDF
vectorization approaches to extract characteristics from the
text input. The ML algorithms are then fed the character-
istics or vectors specified earlier. Token density determines
how many features each vectorization approach produces
for a certain review or text. For these ML algorithms, the
TF-IDF method outperformed the BoW method in terms
of accuracy. Therefore, evaluation of proposed framework
is done with only TF-IDF technique outputs.

RESULTS AND DISCUSSION

The selection of three separate datasets was based on
their individual qualities and how well they fit the research
goals. Because it does not impose any particular domain
restrictions, the sentiment140 dataset was selected for its
generalizability. Abbreviations and emojis abound in this
dataset which include short messages, usually no more than
100 words long. On the other hand, the IMDB dataset was

Table 2. Specification of the sentiment140, IMDB, and twitter US airline datasets

Sentiment140 IMDB Twitter US Airline

Input length 150 500 200
Mean word count 90 231 110
Standard deviation 35 170 40
Vocabulary size (before removing stop words) 45977 158898 23032
Vocabulary size (after removing stop words) 29821 45977 13235
Train-test ratio 80:20

No of classes 2 2 2
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incorporated because of its association with the film indus-
try; it contains far more extensive communications, with
an average length of about 500 words. The last reason the
US airlines dataset was chosen is because of the imbalance
in sentiment distribution and the fact that the text review
durations are all over the place. The overall specification of
discussed datasets is presented in Table 2 below.

The construction of model is both complicated and
exciting by virtue of the eclectic mix of datasets. This study
primarily aims to create a model that can successfully ana-
lyze and comprehend various types of data inputs. The goal
is to build a strong model that works well with a variety of
inputs by taking use of the unique features of each data-
set. The fundamental objective of this study is to establish
a model that is highly effective in dealing with the com-
plicated issues presented by the specific datasets that have
been chosen. Thus, improved the text cleaning process
in the initial step of preprocessing by eliminating a larger
variety of frequently used words from both libraries using
a combined set of stop words from scikit-learn and NLTK.
When you compare the sizes of these words as shown in
Table 2, its highly observable how stop words affect the
complexity and richness of dataset’s language. This comes
especially handy when dealing with English text data,
which can include many words that are regularly used yet
don't really tell us anything.

The feature set in this study typically has many dimen-
sions, noisy, and may contain irrelevant or redundant
information due to the nature of textual features. So, there
is dire need of allowing only relevant features feed into the
model. In this work, filter-based feature selection method,
specifically x2 known for their potency in processing cat-
egorical features is used. These methods are applied both
independently and in conjunction with ML classifiers,
including SVM, RE BNB, and proposed ensemble voting
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classifier to examine their effect on feature relevance and
model outcome. This study introduces LASSO a feature
selection methodology integrated with an ensemble voting
classifier, a regularization technique used which has been
rarely studied in case of text SA, that is specifically tailored
for a dataset consisting of different domains. Additionally,
Grid Search CV is used to identify the optimal hyperpa-
rameters for LASSO regularization and other methods.
Furthermore, experiments are run with different values of
n in the X2 method, in order to choose a value that give
promisable accuracy. Experimental outcomes with data-
sets demonstrate that LASSO which is multivariate anal-
ysis consistently outperforms the x2 which is univariate
approach when integrated with the proposed voting classi-
fier. We explored various train-test ratios in this study, but
finally concluded that 80:20 ratio yielding the most promis-
ing outcomes managing bias-variance tradeoff. In addition,
precise hyperparameter tuning was done to refine model
performance however, for brevity, only the most accom-
plished configuration for this study is presented in Table 3.

The experiment was limited to unigram and bigram
approaches, and random sampling was used to ensure
equal representation of classes. Potential data augmentation

Table 3. Chosen hyperparameter by grid search CV

Model Chosen Hyperparameter by grid search CV
LASSO LASSO_model_best_alpha {‘alpha’: 0.0001}
Chi-sq K=2000
RF Random state = 42, estimators =100
SvC Kernel =’linear’, C=1
BNB Alpha =2.0
S &
e@f‘ £
@ o
&
K&
40

Figure 6. Performance of SVM, RE, BNB, and ensemble voting classifiers on the US Airline dataset using LASSO.
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Figure 7. Performance of SVM, RE, BNB, and ensemble voting classifiers on the Sentiment140 dataset using LASSO.
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Figure 8. Performance of SVM, RE, BNB, and ensemble voting classifiers on the IMDB dataset using LASSO.
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Figure 9. Error matrix of ensemble voting classifier for US  Figure 10. Error matrix of ensemble voting classifier for
Airline using Grid Search based LASSO filtering. Sentiment140 using Grid Search based LASSO filtering.
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Figure 11. Error matrix of ensemble voting classifier for
IMDB using Grid Search based LASSO filtering.

techniques could address class imbalances. Figure 6, 7, and
8 show the variation in classifier accuracy across datasets
which shows that our suggested ensemble voting classifier
continuously beats all existing classifiers by fusing powerful

Table 4. Precision of all three datasets

base classifiers like SVM and BNB with efficient feature
selection algorithms like LASSO and Chi-square (Fig.
9-11).

Accuracy, Precision, Recall, and the F-measure (for
imbalanced dataset) were some of the performance indica-
tors used to analyze the model’s efficacy during this review
since. The results for different datasets utilizing the ensem-
ble voting classifier and LASSO are shown in Tables 4, 5,
and 6.

Tables 7, 8, and 9 show that our method yields bet-
ter classification accuracy with least complexity than the
work done in previous literature. In comparison to the
US Airlines dataset (0.839) and the Sentiment140 dataset
(0.800), the IMDB dataset has an MCC of 0.634.

Figure 12, 13, and 14 show the box plots across vari-
ous metrics for each dataset. For Sentiment140 dataset, box
plot shows many outliers indicating that the model’s per-
formance varies significantly throughout the dataset which
could be due to linguistic features of dataset as it contains
very short text with emoticons and varying customer’s sen-
timents on different topics.

The suggested ensemble-voting SA framework shows
strong transferability to many domains. Its success on all

Dataset SVM RF BNB SVM-  SVM- RF- RE- BNB- BNB- Voting
Chi- LASSO Chi- LASSO Chi- LASSO
squar (3 square square
IMDB 88.1 84.03 84.01 87.4 88.7 84.03 85.6 85.3 85.8 93.0
Sentiment-140 74.7 74.4 73.3 74.0 74.7 75.0 73.0 73.0 72.0 81.7
US airline 91.9 88.4 85.1 92.1 91.7 88.3 87.4 82.8 87.2 92.8
Table 5. Recall of all three datasets
Dataset SVM RF BNB SVM- SVM- RF- REF- BNB- BNB- Voting
Chi- LASSO Chi- LASSO Chi- LASSO
square square square
IMDB 88.4 84.2 84.0 87.4 87.8 84.2 85.0 84.2 85.7 93.0
Sentiment-140 74.6 74.4 73.0 74 75.0 75.0 73.30 73.0 72.0 81.8
US airline 81.6 79.5 87.9 84.4 84.8 78.9 81.3 88.1 87.5 93.2
Table 6. F-1 Score of all three datasets
Dataset SVM RF BNB SVM- SVM- RF- RF- BNB- BNB- Voting
Chi- LASSO Chi- LASSO Chi-square LASSO
square square
IMDB 87.6 84.3 84.0 87.4 87.6 84.5 85.0 84.3 85.7 93.0
Sentiment-140 74.6 74.3 72.9 74.0 75.0 75.0 73.0 73.0 72.0 81.7
US airline 85.5 82.8 86.4 87.5 86.9 82.4 83.9 85.0 87.4 93.1
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Table 7. Comparison of model complexity and performance on the IMDB dataset

Sr.no Source & Feature Feature Classifiers Algorithm complexity Classification
publication year extraction filtering accuracy
[18] Naifs & Awang, TF-IDF Hybrid SVM O (MxN) 83.16%
2021 SVM+RFE M is size of data; N is no of
features.
[20] Kokab et al, 2022 Word2vec, - CNN, LSTM, O(P«+F«T) P stands for the 93%
Glove CBRNN parameter count. F represents

the computational complexity

of the forward pass through the
network, T represents the training
time required to train the model
on a given dataset.

[22] Subba & Kumari, GloVe, - Ensemble LSTM, O ((P1+P2+p3) * 92%
2022 Word2vec, GRU (F1+F2+ F3) + T)
Bert

Here, P combines all parameters
from Word2Vec, GloVe, BERT,
and LSTM/GRU models; F
combines their respective
forward pass complexities; and
T reflects the overall training
time, influenced by data size and
training epochs.

[26] Rehman et al., Word2vec - CNN + LSTM OMxK)+O (M xH2) 91.78%
2019 M is size of input sequence, H is
no of input unit, K is kernel size.
-- Proposed work TF-IDF LASSO Ensemble (SVM, O(P*Q) + T*log(n) 93.20%
BNB, RF) P is size of data, Q is count of

features, T is count of trees and n
is total samples count in dataset.

Table 8. Comparison of model complexity and performance on the US airlines dataset

Sr.no Source & Feature Feature Classifiers Algorithm Complexity Classification
Publication Year  extraction filtering Accuracy
[29] Bataineh & Kaur, 2021 Keras --- CSA-LSTM O((P*F*T) 92.25%
embedding
[31] Tan et al, 2022 GloVe --- RoBERTa-LSTM  O(L*N?#d) + O(N*d*h) 85.89%

N is the sequence length,
d is the input dimension

h is the hidden size of the LSTM.

[32] Tan et al, 2022 GloVe --- Ensembling of O(L*N*d) + O (N*d*h;grpp) 91.77%
ROBERTa with  + O(2*N*d*hg¢py) + O
LSTM, BiILSTM, ~ (N*d*hggy )
GRU

-- Proposed work TF-IDF LASSO Ensemble Voting  O(P*Q) + T*log(n) 93.25%

(SVM, REBNB)  p s size of data, Q is count of
features, T is count of trees and n
is total samples count in dataset.
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Table 9. Comparison of model complexity and performance on the sentiment140 dataset

Sr.no Source & Feature Feature  Classifiers Algorithm Complexity Classification
Publication Year  extraction  filtering Accuracy
[40] Singla et al, 2022 Word2vec --- BERT oM*2)xd 81.03%
Here M is input sequence length; d
is dimensionality of the model.
-- Proposed work TF-IDF LASSO Ensemble Voting O(P*Q) + T*log(n) 81.75%
(SVM, RFBNB)  p js gize of data, Q is count of
features, T is count of trees and n is
total samples count in dataset.
IMDB Sentiment140
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Figure 12. Visualization of metrics across IMDB using Figure 14. Visualization of metrics across sentiment140 us-
whisker plot. ing whisker plot.
US Alrlines travel. Although the proposed model’s result proven better
94 . . . Lo
o detection of sentiments, but there are still some limitations
92 - T of this study. In high-dimensional text data, nuanced pre-
dictors may be useful, but LASSO has tendency to enforce
%07 sparsity by zeroing out less important features, can lead to
88 their permanent removal and additionally ensemble model
v == can be complex and computationally heavy, especially
$ 861 when balancing base classifiers share. Sometimes, this extra
o complexity makes things harder to understand and makes
L real-time analysis less efficient.
82 -
80 - l CONCLUSION
Using LASSO, an inherent feature selection method

T T T
Precision Recall F1 Score

Figure 13. Visualization of metrics across US Airlines using
whisker plot.

three datasets depicts that it might be useful to analyze
trends, public opinion monitoring, and wide-scale con-
sumer input in fields like social media, entertainment, and

based on multivariate analysis, this work aims to detect
textual data polarity. To generalize the effectiveness of pro-
posed ensemble voting classifier, model is test on dataset
with different domain and different length of input text
like short in sentiment140 and long for Internet Movie
Database and also with balanced and imbalanced in case of
US airline dataset. Results showing satisfactory accuracy as
compared to DL models which are more complex and black
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box in nature. It must be emphasized that Grid Search-
based LASSO is a noteworthy feature selection method. For
the Sentiment140, Internet Movie Database, and US air-
lines dataset, the ensemble voting model with Grid Search-
based LASSO achieves an accuracy of 81.75%, 93.20%, and
93.25% respectively. A proposed voting classifier which is
an ensemble model based on soft voting was built in this
study using the Grid Search-based multivariate feature
selection method LASSO in conjunction with the classifiers
SVM, RE, and BNB. In our forthcoming research, we intend
to assess the efficacy of the model in several tasks, including
the identification of distinct emotions (e.g., sadness, happi-
ness) and the analysis of emotions based on certain aspects.
Furthermore, we will also look into data imbalances and
tweets that include non-textual elements such as emojis. In
addition, methods for pre-trained text embedding will be
utilized to construct sophisticated emotion model. To han-
dle class imbalance by dynamically prioritizing cases from
underrepresented emotions, future study could investigate
the possibility of using ensemble classifiers from adap-
tive weighted neural networks for real-time text emotion
identification.
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